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GOVERNING PRIVACY IN THE DATAFIED CITY

Ira S. Rubinstein* & Bilyana Petkova**

ABSTRACT

Privacy — understood in terms of freedom from identification, surveillance, and profiling — is a precondition of the diversity and tolerance that define the urban experience. But with “smart” technologies eroding the anonymity of city sidewalks and streets, and turning them into surveilled spaces, are cities the first to get caught in the line of fire? Alternatively, are cities the final bastions of privacy? Will the interaction of tech companies and city governments lead cities worldwide to converge around the privatization of public spaces and monetization of data with little to no privacy protections? Or will we see different city identities take root based on local resistance and legal action?

This Article delves into these questions from a federalist and localist perspective. In contrast to other fields in which American cities lack the formal authority to govern, we show that cities still enjoy ample powers when it comes to privacy regulation. Fiscal concerns, rather than state or federal preemption, play a role in privacy regulation, and the question becomes one of how cities make
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use of existing powers. Populous cosmopolitan cities, with a sizeable market share and significant political and cultural clout, are in particularly noteworthy positions to take advantage of agglomeration effects and drive hard deals when interacting with private firms. Nevertheless, there are currently no privacy frontrunners or privacy laggards; instead, cities engage in “privacy activism” and “data stewardship.”

First, as privacy activists, U.S. cities use public interest litigation to defend their citizens’ personal information in high profile political participation and consumer protection cases. Examples include legal challenges to the citizenship question in the 2020 Census and to instances of data breaches, including Facebook third-party data sharing practices and the Equifax data breach. We link the Census 2020 data wars to sanctuary cities’ battles with the federal administration to demonstrate that political dissent and cities’ social capital — diversity — are intrinsically linked to privacy. Regarding the string of data breach cases, cities expand their experimentation zone by litigating privacy interests against private parties.

Second, cities as data stewards use data to regulate their urban environment. As providers of municipal services, they collect, analyze and act on a broad range of data about local citizens or cut deals with tech companies to enhance transit, housing, utility, telecom, and environmental services by making them smart while requiring firms like Uber and Airbnb to share data with city officials. This relationship has proven contentious at times, but in both North American and European cities, open data and more cooperative forms of data sharing between the city, commercial actors, and the public have emerged, spearheaded by a transportation data trust in Seattle. This Article contrasts the Seattle approach with the governance and privacy deficiencies accompanying the privately-led Quayside smart city project in Toronto. Finally, this Article finds the data trust model of data sharing to hold promise, not least since the European rhetoric of exclusively city-owned data presented by Barcelona might prove difficult to realize in practice.
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INTRODUCTION

What are the laws of privacy in urban settings? Legal scholars have begun discussing privacy in the narrow context of smart cities, but the topic has yet to penetrate the federalism and localism debates. Our study of privacy in the city demonstrates that as new data-fueled business models emerge in the urban environment, analysis of the legal powers of the city may benefit from insights into the relationship not only among levels of government but also between the private and the public sector. Cities’ power or powerlessness is not solely defined by federal and state preemption but might be influenced by a city’s general fiscal autonomy (including dependence on federal and state grants), and the policies cities adopt when entering into partnerships with private corporations.

In contrast to other fields in which U.S. cities lack either the formal authority or actual capacity to govern, the vast majority of cities retain ample legal powers over the collection and use of personal data.


2. See generally GERALD FRUG & DAVID BARRON, CITY BOUND: HOW STATES STIFLE URBAN INNOVATION (2008); RICHARD SCHRAGGER, CITY POWER: URBAN GOVERNANCE IN A GLOBAL AGE (2016).
by city agencies. Nevertheless, they often agree to relinquish powers by outsourcing control to tech companies in exchange for revenue or data, or in the hope of growing their technology sector in the name of innovation, jobs, and prosperity. For example, New York City might not fear state preemption when proposing to amend its administrative code to prohibit the sharing of location data with third parties. However, the same city previously agreed to a deal whereby Sidewalk Labs — part of the Alphabet conglomerate and a sister company of Google — installed Wi-Fi kiosks in downtown Manhattan that used video cameras and Wi-Fi sensors to monitor the movements and activities of passersby with minimal protection of privacy interests.

Privacy — on city sidewalks, streets, parks, plazas, and in public spaces generally — has emerged as an intrinsically urban value. Social scientists have long emphasized the anonymity of city life and connected it to the diverse social fabric and the freedom of choice that makes big cities appealing. Diversity and tolerance are natural and desirable elements of the urban ethos. According to Jane Jacobs, privacy, as a precondition for both diversity and tolerance, is “precious in cities. It is indispensable.” Jacobs continues: “A good city street neighborhood achieves a marvel of balance between its people’s determination to have essential privacy and their simultaneous wishes for differing degrees of contact, enjoyment or help from the people around.”

Intrinsic to city design are also public spaces, to which anonymity is inherent and which, as we show, are now increasingly being privatized. Public spaces have a long history as venues for political

7. Jacobs, supra note 6, at 58.
8. Id. at 59; see also Christena Nippert-Eng, *Islands of Privacy* 2–3 (2010) (defining privacy as “selective concealment and disclosure” and as a daily activity of trying to “deny or grant varying amounts of access to our private matters to specific people in specific ways”).
and ideological engagement. As philosopher Michael Sandel points out, public spaces are “traditionally sites for the cultivation of a common citizenship, so that people from different walks of life encounter one another and so acquire enough of a shared . . . sense of a shared life that we can meaningfully think of one another as citizens in a common venture.”

In this Article, we ask whether technology is now changing the conventional wisdom about city life. As cities take on the role of technology testbeds, in ways never seen before, they become sites for ever more intrusive surveillance (in the conventional sense of monitoring behavior, or collecting and analyzing information to influence, manage, or direct behavior) and newer forms of what many refer to as “datafication,” which is different from, and less familiar than, “digitization.” The latter term refers to the use of computing devices to record, quantify, format, or store data as a series of digits. In contrast, “datafication” refers to “long-term storage in a format that is searchable, computationally manipulable, and [that] may be aggregated with information from other” sources.

Datafication thereby makes it possible for organizations to use data in ways that may have been unanticipated or even technologically infeasible at the time of collection, and are qualitatively different from the original purposes of the collection.

Cities are “data-rich environments” because their large populations generate vast amounts of data as they interact with IoT devices and sensors in public spaces; utilize city services that collect,
analyze, and optimize personal data;\textsuperscript{14} and encounter the special-purpose technologies deployed by law enforcement to maintain public safety and safeguard citizens against terrorist attacks.\textsuperscript{15} This ubiquitous collection of data about all aspects of city living and the near-constant monitoring of public spaces erodes the anonymity of urban living. It also threatens the “marvel of balance”\textsuperscript{16} between wanted and unwanted interaction with other people and government officials (especially local law enforcement), without which the diversity and tolerance of city life become unsustainable. Further, anonymity is but one aspect of privacy — the advent of big data has seen the emergence of broader concerns intertwined with privacy, such as lack of algorithmic fairness, accountability, and transparency. Questions inevitably arise as to how best to counteract these trends at the local level. Although we acknowledge the interconnection of the above contexts in which cities are data-rich environments, hereafter, we zoom in on civic uses of data in various cities.

Importantly, the comprehensive notion of data privacy that we adopt in this Article allows for the conceptualization of data privacy as a lever of both regulation and deregulation. Privacy is instrumentalized for the pursuit of traditional consumer protection and political participation goals that stretch beyond municipal boundaries, making cities participants in nation-wide debates of regulation and deregulation that reverberate across the country and may even have global implications. Rather than the enactment of new legislation, public interest litigation — as an instance of exercising existing city powers — plays a role in these cases. Simultaneously, privacy can also be instrumentalized by private actors — for example, in the sharing economy — that want to avoid regulation of any kind. With this in mind, we consider whether several cities, at the same moment in time, will reach different outcomes when faced with similar policy challenges or converge on


\textsuperscript{16} See Jacobs, supra note 6, at 59.
policies across the board. We question to what extent the level of privacy protection in the city is dependent on general federal constitutional and statutory frameworks. The Article offers tentative answers by discussing developments in a handful of U.S., Canadian, and European cities.

Given that privacy is a multifaceted concept, we find that the same cities may protect certain aspects of privacy in some areas while undermining it in others. For example, we see New York City litigating to ban the collection of citizenship data of its population, yet also attempting to acquire from Airbnb, without subpoenas, the personal data of Airbnb hosts. Thus, there are no privacy frontrunners or privacy laggards. Instead, we identify two main roles for data-rich cities: privacy activists and data stewards.

First, through data privacy activism, cities raise a voice in nation-wide political and consumer protection debates as in the Census 2020, Cambridge Analytica, and Equifax cases. As privacy activists, cities assume a role most closely aligned with a traditional public law institution acting to utilize innovation in the service of citizens. Second, cities act as data stewards when they take steps to govern a new datafied urban space. This role extends from pooling data among city agencies to improve the delivery of services, to managing data-sharing agreements with private actors in discrete contexts (such as ride- or bike-share data), to ceding control over data governance as an element of huge real estate development deals. As privacy stewards, cities may reorient the very understanding of “public interest” from privacy protections to open data sharing practices and behave more like commercial actors. Privacy can give way to budgetary concerns exacerbated by federal and state disengagement from the provision of public services, immigration waves, and general urbanization trends. Our case studies suggest that data stewardship is best understood on a spectrum spanning both highly protective intracity data agreements and commercial giveaways, with “data collaboratives” (or “data trusts”) occupying a middle ground. Thus, cities-as-data stewards attempt to regulate their urban environments through data, which may occur at the expense of

17. See infra Part II.
18. See infra Part III.
19. Privacy activism is not confined to litigation. It extends as well to legislative and regulatory activity. See Rubinstein, supra note 3, at 1966 (discussing innovative local surveillance ordinances).
20. Strandburg, supra note 11, at 10–11.
21. See infra Section III.B.iv.
privacy. Finally, we find that the privatization of public services is morphing into the privatization of public spaces, as data collected in communal areas are co-owned or co-opted by private companies.

This Article proceeds as follows: Part I situates urban data initiatives and related privacy issues in the context of federalism and localism. Part II examines the city as a privacy activist through the lens of the Census 2020 litigation and lawsuits against major corporations (such as Facebook and Equifax) in which city lawyers led consumer protection lawsuits on behalf of local residents but acted on a national stage. Part III then examines the city as a data steward using detailed case studies about the impact on the privacy of data-sharing agreements among city agencies and commercial agreements with urban innovation firms like Sidewalk Labs or sharing economy firms like Uber or Airbnb. Part III also contrasts instances of data governance arrangements in business-friendly environments, specifically comparing Toronto and Barcelona’s efforts to preserve the public interest while embracing smart city concepts. The Article then concludes.

I. PLACING PRIVACY IN THE FEDERALISM AND LOCALISM DEBATES

This Part locates privacy and technology within a historical overview of theorizing cities from a legal vantage point: First, it shows how cities are slowly carved out space within American federalism and localism debates. Second, it engages with the most developed account of urban legal theory today — that of Professor Richard Schragger. In the privacy field, the model advanced by Schragger translates into an amalgam of urban privacy activism and data stewardship, as discussed below.22 In other words, the model likely holds true even beyond the United States, with two caveats: when applied to big, cosmopolitan cities; and to the extent that such cities choose to avail themselves of agglomeration effects and existing legal powers.

A. From Federal to Local, Urban and Cosmopolitan Values

The study of big cities often falls in the cracks between federalism and localism. Amid insightful essays on “Our Federalism,”23 “Our

22. See infra Parts II, III.
Localism," and a carve-out for “Our Regionalism,” a take on “Our Urbanism” is still missing. Federalism often centers on the relationship between the federal government and the states, while localism examines the relationship between states and localities. Granted, both scholarly work and constitutional doctrine recognize overlaps. Federalism and localism coincide with the values of decentralization: Dean Heather Gerken spells out the normative case for federalism as promoting “choice, competition, participation, experimentation, and the diffusion of power.” Professor Richard Briffault convincingly argues that what is true for federalism is even more true for localism, since:

"[T]he [Supreme] Court’s conflation of federalism with “local” self-governance and accountability to local electorates is noteworthy, and many of the Court’s federalism cases actually dealt with local governments. The Court’s normative concerns with responsiveness to diverse needs in a heterogeneous society, innovation and experimentation, and citizen involvement in democratic processes apply even more to local governments than to states." Professor Schragger goes a step further by demonstrating that as large corporate interests drive state and federal policymakers to converge around a deregulatory agenda, cities — not states — have become the true “laboratories of democracy” in the United States, bulwarks of diversity, and engines of normative federalism. Schragger persuasively argues that as economic activity in urban centers increases, cities’ ability to experiment with redistributive and regulatory policies is on the rise.

State and local autonomy have a long association with a conservative agenda, at least since the days of Jim Crow. Especially in the aftermath of the 2016 U.S. presidential election, however, the

———


29. Id. at 1597.

local has become the new stomping ground for progressives. American cities have formed a sort of bottom-up opposition in a host of policy domains, including campaign finance regulation,31 “sanctuary” for immigrants,32 environmental protection,33 and anti-discrimination.34 Federalism and localism scholars have long noted the trend, but what has gone under the radar is a new area of city initiatives: data privacy.

Should what is true for all localities and all cities in general — for example, their recently expanded capacity and willingness for regulatory experimentation — apply a fortiori to big cities that, thanks to a sizeable market share, are even better able to offer viable democratic experiments across a range of policies? The role of large U.S. cities in a federal or local constellation of actors is rarely studied separately.35 No doubt, on these terms, New York City is no different from Tucson, Arizona. Professor Nestor Davidson persuasively shows that questions of legal autonomy across all localities are essential for depolarizing conflict and planting the seeds of legal doctrine, but emphasizes the variety of state constitutions that point to the difficulty of a one-size-fits-all approach.36 There are a small number of major American cities with their own legal charters — Chicago, New York City, San Francisco, Seattle, and Washington, D.C. — that can be singled out because of their sheer size or cultural, technological, or political leadership. We focus our study on these


35. Frug and Barron are the exceptions. See supra note 2.

In seeking to understand the privacy aspects of “Our Urbanism,” however, it also makes sense to add to the analysis a snapshot of medium-size and smaller cities located in the interior of the country.

Further, we attempt to place the U.S. developments within a global perspective by discussing a few foreign cities that have undertaken important smart city and data stewardship experiments — namely, Toronto and Barcelona. The cosmopolitan ambitions of diverse and populous urban centers, like Canada’s Toronto, are comparable to those of New York City. In contrast, Barcelona, Spain — a middle-sized city in Europe that struggles for a cosmopolitan flavor — provides an example of an alternative vision of the public sector’s engagement with technology firms. Moreover, a federalist and localist framing remains apt for these cities since Toronto is embedded within a federal system, while Barcelona is a part of Spain’s highly decentralized government.

The capacity of big cities for experimentation is arguably stronger than that of smaller cities since, as Schragger points out, agglomeration effects limit the fear of capital flight. He challenges the view of competitive federalists who explain urban ethos with simple convergence around a single deregulatory agenda: in the latter view, cities competing to attract businesses and skilled workers will offer different deregulatory bundles lest capital and skilled labor decide to “vote with their feet” and go elsewhere due to more favorable conditions. Instead of sorting, Schragger posits agglomeration as central to urban policy initiatives. In his model,

37. See infra Parts II, III. For the first foray of the notion of a global city in the academic debate, see generally Saskia Sassen, The Global City (1991). Defining cosmopolitanism is not an easy task. See, e.g., Kwame Appiah, Cosmopolitanism: Ethics in a World of Strangers (2007); Ulrich Beck, Cosmopolitan Vision (2006). In the context of our study, the cosmopolitan can be broadly linked to city communities of diverse, often immigrant populations that in spite of racial, religious, or other differences try to arrive at a common understanding of the good life, including on the place of technology, innovation, and privacy in it. In a similar vein, Jeremy Waldron suggests that the “cosmopolitan” can be understood as an attitude, lifestyle, and a way of constructing an identity for oneself that is different from devotion or immersion in a particular culture. See generally Jeremy Waldron, What Is Cosmopolitan?, 8 J. Pol. Phil. 227 (2002). A related idea is cosmopolitan citizenship and the construction of a community based on shared values. See Sandel, supra note 10, at 145.

38. See infra Section III.B.iv, Part IV.


40. See generally Charles M. Tiebout, A Pure Theory of Local Expenditures, 64 J. Pol. Econ. 416 (1956). Although the phrase has been ascribed to Tiebout, he never actually used that wording in his work.
what matters for businesses and skilled workers is access to the right places with the right people — agglomeration results in restricted capital and labor mobility, unlocking, in turn, the potential for democratic experiments on the local level. 41

We observe that in the technology arena, Schragger’s model may shed more light on urban data initiatives in bigger rather than middle-sized cities. For example, in Louisville, Kentucky, despite the city advancing legal changes at Google’s behest to facilitate the installation of Google’s high-speed internet service, the company recently pulled out of the medium-sized city.42 Conversely, despite protests and a pending privacy lawsuit, Sidewalk Labs continued to move ahead on its Quayside smart city project in the larger city of Toronto until the economic uncertainty resulting from the COVID-19 pandemic led the firm to withdraw from the project.43 However, the sphere for experimentation that agglomeration opens up for cities is circumscribed by both federal and state law factors such as a general lack of constitutional status for U.S. cities and the very broad ability of states to preempt local laws and policy initiatives.44 Schragger strongly emphasizes the lasting shift from rural to urban in American demographics that has yet to be encapsulated in law and power distribution.45 Recently, academic discussions of both federalists and localists zoom in on aggressive new preemption measures enacted in the United States primarily by red states that target blue cities’ regulatory experiments.46 In the data privacy field, however, U.S. cities have fared somewhat better and have successfully regulated both city agency data collection and the

43. See infra note 312 and accompanying text.
purchase and use of surveillance technologies. In fact, cities possess the legal power to do so, and relevant state laws do not preempt them due to what one of the co-authors has described elsewhere as the Fair Information Practice Principles’ (FIPPs) gap (meaning that the federal Privacy Act and its state analogs only apply to data collection and use by federal and state agencies, but not by local ones) and the public surveillance gap (meaning that federal surveillance law typically does not limit surveillance in public spaces and city surveillance ordinances have filled in this gap).

Privacy regulation of the commercial sector is more complicated as the sectoral approach to privacy in U.S. law would mean that localities would need to navigate around federal law governing entire sectors such as credit, healthcare, and finance. Commercial privacy regulation is attempted by a few states — notably in California through the newly enacted California Consumer Privacy Act (CCPA), which went into force in 2020. The statute is expected to be influential well beyond Californian borders and is already being discussed in congressional hearings that consider proposals for a U.S. federal consumer privacy bill. The CCPA explicitly preempts “all rules, regulations, codes, ordinances, and other laws” adopted at the local level “regarding the collection and sale of consumers’ personal information by a business.” Thus, local commercial privacy regulation represents another potential gap for local privacy law but a harder one to fill by cities — instead, several U.S. cities have attempted a case-by-case quasi-regulation of the private sector through initiating lawsuits against private companies that mishandle

---

47. See Rubinstein, supra note 3, at 2035.
48. Id. at 1974–79.
data under state and city consumer protection laws. Despite the controversy in federalist debates over what constitutes the “local,” in order to be regulated effectively (in subsidiarity parlance), the credit and finance sectors arguably need national (and perhaps even an international threshold) regulation. In both Spain and Canada, unlike in the United States, a comprehensive statutory framework already regulates commercial privacy at the European level in the European Union (the General Data Protection Regulation (GDPR)) and the federal level in Canada (the Personal Information Protection and Electronic Documents Act (PIPEDA)).

In sum, U.S. cities’ legal powers in the field of privacy are substantial within a few narrow areas. However, in the mismatch between cosmopolitan and other cities’ rising economic and societal importance and constrains on their legal and fiscal autonomy — a discrepancy lamented at least since Gerald Frug published his seminal work City Making — preemption is but one aspect on the scale of city power versus powerlessness. Granted, major blue cities in large, blue states in the United States might be seen as the bulwarks of progressive federalism. This is because the preemption of regulation on the state level, although it does occur, is far less disruptive than the overreaching preemption enacted by red states against blue localities that stretches to punitive measures. However,

54. Briffault, supra note 27, at 2020–21 (showing, for example, that gun violence has a local dimension insofar as it impacts local services such as hospitals or that through the management of waste disposal, local governments become sensitized about nonbiodegradable products addressing the “ostensibly nonlocal problem of climate change”).


57. Personal Information Protection and Electronic Documents Act, S.C. 2000, ch. 5 (Can.).


60. See Schragger, supra note 28, at 1566.

61. RICHARD BRIFFAULT ET AL., AM. CONSTITUTION SOC’Y FOR LAW & POLICY, THE TROUBLING TURN IN STATE PREEMPTION: THE ASSAULT ON PROGRESSIVE CITIES AND HOW CITIES CAN RESPOND 1 (2017), https://www.acslaw.org/wp-content/uploads/2017/09/ACS_Issue_Brief_-_Preemption_0.pdf [https://perma.cc/HH8Y-E84A] (“States have adopted statutes that threaten to withhold funding and expose cities to private liability in preemption conflicts as well as enacted laws that seek to impose personal civil penalties — and in some instances,
these major blue cities might also face disempowerment based on fiscal constraints.

B. Cosmopolitan Ambitions versus (Fiscal) Autonomy

In terms of economic power, not only are cosmopolitan cities responsible for a significant percentage of revenue and taxes in their respective states and the national economy as a whole, but their gross metropolitan product may exceed that of many states. That said, perhaps as a result of municipal giveaways to railroad interests and overspending on other forms of infrastructure in the past, many U.S. states have circumscribed metropolitan revenue-raising even in their largest cities. Dillon’s rule — the doctrine restricting local governments’ law-making authority only to explicit grants of such power by the state — emerged in the United States and spread throughout Canada amidst various fiscal concerns. Further, progressive reformers of the past century sought to “limit the capacity for [city] governments to take on debt by entrenching debt limitations into state constitutions.” The European context is somewhat comparable: European Union-wide austerity measures following the European debt crisis in 2009 led Spain to reverse its prior Keynesian approach resulting in cutbacks on local fiscal autonomy and the enactment of legal measures aimed at general recentralization after 2010. Although most U.S. states have long since replaced Dillon’s rule with a broader mandate for local autonomy under home rule, and Canadian cities emancipated themselves around 2005 to obtain even potential criminal liability — on mayors, city council members, police chiefs and other local officials who defy state legislation.”

62. See U.S. Conf. of Mayors & Council on Metro Econ., U.S. Metro Economies: Economic Growth and Full Employment, Annual GMP Report (2018); Schragger, supra note 45, at 1168 (“Cities and their wider metropolitan areas now contain the bulk of the American population and are the primary economic drivers of their states, their regions, and the nation.”).


64. Schragger, supra note 28.


66. Briffault, supra note 27, at 2011 (describing the home rule as the commitment to local law-making capacity, codified in the constitutions and statutes of the vast majority of states).
certain concessions of autonomy from their provinces, remnants of Dillon’s Rule persist in North America in terms of fiscal restraints on local governments. New York, for example, limits the amount raised by taxes on real estate in New York City in any fiscal year to 2.5% of the average full valuation. Similarly, the pendulum has swung back in Spain, where in 2019, the center-left Prime Minister proposed substantial increases in public spending for the region of Catalonia (where Barcelona is located). However, the measure was not approved as Catalonians saw it as an insufficient grant of fiscal autonomy.

Cities worldwide are experiencing similar problems. A central issue is described as “offloading” — an abdication of responsibility on the side of state or federal/central governments from the provision of urban infrastructure coupled with the reduction in federal or state grants for urban centers. Cities are expected to fill in the gap while demands for infrastructure updates and the need for new services are constantly on the rise due to rapid population growth and immigration. In addition to challenges in the availability of affordable housing, poverty levels, traffic congestion, and other transit problems, cities now face new challenges brought by the digital revolution, such as closing the digital divide and boosting urban information infrastructure. Privacy considerations are intrinsically linked to the agglomeration of data, including personally identifiable data, on the local level. Local governments amass data not only as a result of providing the usual municipal services to local citizens (transportation, housing, sanitation, education and libraries, health and social services, and public safety) but also due to their growing embrace of data-driven products and services. Cities worldwide attempt to transform themselves by taking advantage of data analytics, social engagement, and big data. The digital revolution has led to urban investments in information technology (IT) infrastructure as never before with the dual goals of enhancing and improving municipal services (especially social services and

68. Schragger, supra note 45, at 1179.
70. See generally Levi & Valverde, supra note 63.
71. See generally GOLDSMITH & KLEIMAN, supra note 14.
policing)\textsuperscript{72} and ensuring greater access to technology through broadband initiatives and investments in the local technology workforce.\textsuperscript{73} Local financial dependence on private investment to create and maintain such infrastructure results in a special symbiosis with businesses that arguably delineates the outer boundaries of regulatory experimentation on the city level. Local governments can seek to circumvent debt and taxing limitations in many ways, including through licensing and fees. Related to privacy, we see that some cities require data (including personally identifiable information) instead of fees for licensing data-intense services such as ride- or home-share companies like Uber and Airbnb.\textsuperscript{74} It is difficult to find direct causation between low levels of fiscal autonomy and attempts for “data regulation” instead of direct taxation. It is safe to say, however, that cities worldwide are facing general legal and fiscal constraints relative to their elevated societal and economic status and new responsibilities. Such constraints may dictate decisions cities take to enter into legal arrangements that are favorable to private companies but damaging to privacy.

Even so, cities are left with plenty of legal ammunition in the privacy field. As in the case of land use planning in the United States, the question is not whether a city has power, but how it chooses to exercise its extensive power. As cities experiment with data-driven services, they are not forced into making concessions to tech giants but may do so simply by agreeing to commercial terms that outsource public functions or disfavor privacy as a matter of choice. One example is New York City’s obtaining “free” (i.e., ad-funded) technology and telecommunications services for local citizens in the aforementioned “LinkNYC” deal with Sidewalk Labs,\textsuperscript{75} or requiring non-anonymized data from Airbnb to enforce city housing regulations without imposing tax burdens.\textsuperscript{76} Another is Toronto’s decision to outsource the development and management of a parcel on its waterfront to Sidewalk Labs without fully addressing the privacy implications of the deal despite the existence, in Canada, of solid federal and provincial privacy laws that Toronto could have

\textsuperscript{73} See generally infra Part III.
\textsuperscript{74} See infra Sections III.B.i–ii.
\textsuperscript{75} See infra Section III.B.i.
\textsuperscript{76} See infra Section III.B.ii.
used as leverage in their negotiations. This decision was in keeping with Toronto’s initial disregard of the long-term impact of the deal on the city’s autonomy vis-à-vis a powerful tech company. Such data deals are cut without sufficient deliberation about whether local residents truly wish to exchange privacy and public control over public places for the promise of improved efficiency and greater convenience.

The symbiosis between city governments and tech companies is mirroring, on the subnational level, the important transformation of law and legal standards that Julie Cohen compellingly traces on the supra-national level. As both businesses and governmental institutions transition from industrial to data-intense, informational capitalist models, U.S. cities exemplify that transition: they function as a hybrid between a public institution seeking to act in the public interest and a business corporation seeking to maximize profits. Interestingly, this trend — that we coin as “data stewardship” — co-exists with cities’ public litigation efforts that promote privacy — a trend that we call “privacy activism.” Public lawyers typically defend their governmental clients when litigation is initiated against them. Yet, as pointed out by the City Attorney of San Francisco, lawyers in a city’s law department can also act as civil plaintiffs invoking federal, state, and city law in the public interest. Data activism is an example of just how cities make use of existing powers to expand their sphere of policy experimentation.

77. See infra Section III.B.iv.
78. See Susan Crawford, Beware of Google’s Intentions, WIRED (Feb. 1, 2018), https://www.wired.com/story/sidewalk-labs-toronto-google-risks/ [https://perma.cc/GB9S-5D4X] (stating that “it is not clear whether Toronto will gain any useful insights from its partnership with Google. Meanwhile, Google will be gaining insights about urban life including energy use, transit effectiveness, climate mitigation strategies, and social service delivery patterns — that it will then be able to resell to cities around the world. Including, perhaps, Toronto itself.”).
II. THE CITY AS PRIVACY ACTIVIST

Some of the big, cosmopolitan cities we examine have been active in trying to safeguard privacy-as-political participation in an issue with national ramifications: the 2020 Census citizenship litigation. Others have initiated lawsuits against major firms like Facebook and Equifax for privacy violations affecting local residents. This Part examines cities as privacy activists in both sets of cases.

A. Data Wars: Privacy and Political Participation

Data is power. By trying to protect the personal information of their immigrant populations, states and cities are trying to safeguard local autonomy and ensure political participation. As Professor Ilya Somin remarks: “State and local governments have extensive information about hundreds of millions of people that the federal government could abuse in many ways.” Such abuse of data could stifle federalism’s institutional structure for allowing minorities to take part in governance, what Heather Gerken has called “the loyal opposition.” Urban power measured in political representation and the disbursement of state and federal funds depends on cities’ population size. But urban population size often correlates with diversity. In terms of demographics, global cities like New York, San Francisco, Chicago, Seattle, and Washington, D.C. are homes to very diverse populations, many of whom are immigrants such that lack of privacy about their legal status may result in severe consequences including deportation proceedings. Urban power can, therefore, be indirectly connected to policies favoring the preservation of the data privacy of these vulnerable populations.

In May 2017, President Trump established the (now defunct) Presidential Advisory Commission on Election Integrity. The Commission was supposed to collect a large pool of voter’s personal

---


data from election officials in states, including names, addresses, dates of birth, political affiliations, voter histories, criminal records, military status, and partial social security numbers.\textsuperscript{85} The government’s purported justification — to fight voter fraud via access to state voter registration databases — was seen by many as an ill-masked attempt to restrict voting rights.\textsuperscript{86} Forty-four states, including many Republican-led state governments, and the District of Columbia, invoked privacy, among other reasons, to reject some or all of the government’s demands.\textsuperscript{87} Many of the opposing states filed lawsuits, and civil society organizations also initiated legal actions on privacy grounds under federal law.\textsuperscript{88} Finally, the government decided to discontinue the existence of the Commission, citing state resistance and its choice to not “engage in endless legal battles” — battles that commentators indicated the administration probably expected to lose.\textsuperscript{89} The Election Integrity Commission episode throws in sharp relief the connection between data and power on the one hand, and privacy and local autonomy on the other.

More recently, the Trump Administration’s crackdown on immigration has been countered by local efforts to oppose the federal government’s deportation of undocumented immigrants.\textsuperscript{90} In turn, the federal government has fought back not only by directly challenging sanctuary cities but also by leveraging new data wars that threaten to curtail local autonomy significantly.\textsuperscript{91} We argue that the Census 2020 litigation, in which states and cities were the first to file a case against the Department of Commerce’s decision to insert a

\textsuperscript{85} Id.; see also Letter from Kris W. Kobach, Vice Chair, Presidential Advisory Comm’n on Election Integrity, to Hon. Matt Dunlap, Sec’y of State (June 28, 2017), http://i2.cdn.turner.com/cnn/2017/images/06/30/peic.letter.to.maine%5b2%5d.pdf [https://perma.cc/ENZ2-WZHA].


\textsuperscript{89} Somin, supra note 87, at 2.

\textsuperscript{90} See Somin, Making Federalism Great Again, supra note 81, at 1247–48.

\textsuperscript{91} See infra Section II.A.ii.
citizenship question in the 2020 census, is best understood against the backdrop of the administration’s attempts to discipline sanctuary jurisdictions.

i. The Census 2020 Citizenship Question Through the Prism of Sanctuary Cities

In 2017, California declared itself “a sanctuary state.” As a part of its sanctuary policies, the state enacted Senate Bill 54, restricting the range of information state and local governments are allowed to share with federal immigration enforcers, and Assembly Bill 450, prohibiting employers from voluntarily allowing a federal immigration enforcement agent to enter “nonpublic” areas of their workplaces or to access, review, or obtain employees’ records. In response, the Trump Administration sought to aggressively enforce 8 U.S.C. Section 1373, a federal law mandating that a federal, state, or local government entity or official may not prohibit, or in any way restrict, any government entity or official from sending to, or receiving from, the (former) Immigration and Naturalization Service information regarding the citizenship or immigration status, lawful or unlawful, of any individual. Section 1373 predates the Trump Administration by decades and has been the subject of prior federalism challenges by some of the jurisdictions involved in the citizenship imbroglio. The novelty of the Trump Administration’s effort is to legally tie federal enforcement to punitive measures, thereby turning Section 1373 into a grant condition for federal funding of local governments. The Trump Administration also evoked Section 1373 to challenge the legality of California’s sanctuary laws; litigation is ongoing. The case has been framed as one about

96. See Exec. Order No. 13,768, 82 Fed. Reg. 8799 (Jan. 25, 2017); see also Somin, Making Federalism Great Again, supra note 81, at 1248.
97. See United States v. California, 314 F. Supp. 3d 1077, 1101 (E.D. Cal. 2018) (interpreting Section 1373 narrowly to avoid conflict with California’s Senate Bill 54).
local enforcement of immigration law and federalism. However, these issues closely intersect with privacy, given that the challenged laws attempt to safeguard the personal information of California’s immigrant population. Many California cities (including San Francisco) have sided with the state sanctuary policies based on a narrower interpretation of Section 1373.

Several of the cities examined in this Article (New York City, Seattle, San Francisco, and Chicago) have litigated on their own or joined a coalition of states against the government’s mandate of cooperation in deporting illegal immigrants as a condition of receiving federal grants to localities. The Census 2020 litigation, in which many sanctuary cities have taken part, is not directly about federalism, much like the sanctuary cities’ litigation is not directly about the protection of personal information. No matter the legal framing, however, the context of the litigation in the Census 2020 cases reveals a pattern: for local autonomy to exist, the privacy of national minorities who make up the majority in big urban centers needs to be preserved.

ii. The Census 2020 Litigation in Focus

The U.S. Constitution explicitly mandates the government to conduct a census every ten years. The federal government collects census data on all persons residing in the United States, regardless of their legal status, to apportion state representatives to the House of Representatives, to draw political districts and allocate power to them, as well as to allocate hundreds of billions of dollars in federal, state, and local funds. Simultaneously, census data is used for

98. See Somin, Making Federalism Great Again, supra note 81, at 1252 (arguing that Section 1373 might violate the Tenth Amendment, which has been interpreted, according to established precedents that go back to Printz, to bar federal “commandeering” of state and local governments).


100. Somin, Making Federalism Great Again, supra note 81, at 1259–60.


demographic purposes and has habitually included respondents’ race, sex, age, and whether they own or rent a home. Since 1960, the decennial census questionnaire distributed to all households . . . has excluded a question on citizenship . . . . The Census Bureau has stated that to ask this question increases the difficulty of counting already “hard-to-count” groups — particularly non-citizens and Hispanics — whose members would be less willing to participate for fear that their data could be used against them.

In March 2018, Secretary of Commerce Wilbur Ross announced that he would add the citizenship question to the Census for 2020 to assist the Department of Justice (DOJ) in enforcing the Voting Rights Act (VRA). Various plaintiffs challenged the decision in court. The plaintiffs included a coalition of 15 states and a number of cities and counties as well as non-governmental organizations that support immigrants. They raised two challenges: first, that the decision violated the Administrative Procedure Act (APA), which prohibits federal agencies from acting in an arbitrary manner; second, that the decision violated the Due Process Clause of the Fifth Amendment because it was motivated in part by invidious discrimination against immigrant communities of color.

---
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Writing for the district court, Judge Furman sided with the plaintiffs, finding that an undercount would translate into a loss of political power and funds for states and localities. The court also found that, in states with large migrant populations (like California and New York), an undercount might result in both the loss of a congressional seat and dilution of the political power of certain cities within their states. In addition, since national census data is also used for a range of municipal purposes, the court accepted as an injury, in fact, New York City’s and Chicago’s argument for a diversion of resources to counteract the potentially harmful effects of data distortion that inserting a citizenship question to the census might cause. Finally, the court found that the government’s stated rationale for restoring the citizenship question — to promote enforcement of the VRA — was pretextual and thus violated the APA. But, the court rejected the claim that the Secretary of Commerce was motivated by invidious discrimination in violation of the equal protection component of the Due Process Clause. The government then appealed the decision directly to the Supreme Court.

In a long and divided opinion authored by Chief Justice Roberts, the Court left in place the injunction blocking the citizenship question from the 2020 Census. Chief Justice Roberts was satisfied with the evidence showing that the reluctance of noncitizen households’ to answer the citizenship question would depress census data. This, in

110. Somin, Making Federalism Great Again, supra note 81, at 1248.
112. As the court explained, this problem arises for cities that are home to a disproportionate share of their states’ noncitizen populations. U.S. Dep’t of Commerce, 315 F. Supp. 3d at 789; New York v. U.S. Dep’t of Commerce, 351 F. Supp. 3d 502, 595 (S.D.N.Y. 2019). New York City, for example, “contains approximately forty-three percent of the total state population, but approximately seventy-one percent of the state’s noncitizen population.” U.S. Dep’t of Commerce, 351 F. Supp. 3d at 595.
114. Id. at 635.
115. Id. at 671.
117. See generally id.
118. Id. at 2565–66.
turn, would result in a number of injuries — diminishment of political representation, loss of federal funds, overall degradation of census data, and diversion of resources — satisfying the “injury in fact” standing requirement.\(^{119}\) However, the Chief Justice concluded that the Secretary of Commerce was within his discretion to weigh the benefits of completeness and accuracy of census data in favor of completeness and against the recommendation of the Census Bureau.\(^{120}\) Contrary to what the district court found, uncertainty about the reasons behind underreporting was not unjustified, and the Secretary of Commerce’s policymaking discretion did not need to be subordinated to the technocratic expertise of the Bureau. In other words, the Chief Justice found that inserting a citizenship question in the census was a policy choice within the range of reasonable options before the Secretary of Commerce.\(^{121}\) Despite this partial reversal of the District Court’s judgment, the Chief Justice finally affirmed Judge Furman’s opinion by stating that there was a “significant mismatch between the decision the Secretary made and the rationale he provided.”\(^{122}\)

If the Trump Administration succeeds in its anti-sanctuary measures, it will assert broad power to impose new conditions on federal grants to state and local governments, thereby suppressing political dissent in these jurisdictions. It is worth questioning the Administration’s attempt to achieve the same goal — disempowering its state and city political opponents — by waging data wars. Approximately two weeks after the Supreme Court decision in the census case, President Trump issued an Executive Order establishing “an interagency working group with a goal of making available to the Department administrative records showing citizenship data for 100 percent of the population.”\(^{123}\) The new rationale for this extensive data collection is the identification of those who are eligible for public benefits. The Executive Order continues, “data identifying citizens will help the Federal Government generate a more reliable count of the unauthorized alien population in the country.”\(^{124}\) A subsequent statement describes a recent “massive influx of illegal immigrants at our southern border,” states that “hundreds of thousands of aliens who entered the country illegally have been released into the interior

\(^{119}\) Id. at 2565.

\(^{120}\) Id. at 2570–71.

\(^{121}\) Id. at 2565.

\(^{122}\) Id. at 2575.


\(^{124}\) Id.
of the United States pending the outcome of their removal proceeding,” and warns that “more than 1 million illegal aliens who have been issued final removal orders from immigration judges . . . remain at-large in the United States.”\footnote{Id.}

There is a limited constitutional right to information privacy in the United States,\footnote{See, e.g., Fred H. Cate & Beth E. Cate, The Supreme Court and Information Privacy, 2 INT’L DATA PRIVACY L. 255, 258 (2012).} and privacy injuries are often insufficient to show standing, let alone sustain a substantive claim.\footnote{See DANIEL J. SOLOVE & PAUL M. SCHWARTZ, INFORMATION PRIVACY LAW 807–08 (6th ed. 2017).} The unresolved constitutional crossover between privacy and antidiscrimination law has a long pedigree that goes back to at least \textit{Roe v. Wade}\footnote{410 U.S. 113 (1973).} and \textit{Lawrence v. Texas}.\footnote{539 U.S. 588 (2003).} Moreover, although the substantive due process might have been eschewed for extracting a right to bodily privacy in \textit{Griswold v. Connecticut} due to its Lochner-era connotations,\footnote{See 381 U.S. 479, 488 (1965); Jed Rubenfeld, The Right of Privacy, 102 HARV. L. REV. 737, 744–45 (1989).} due process has resurfaced in relation to information privacy and anti-discrimination concerns in the context of big data.\footnote{See 381 U.S. 479, 488 (1965); Jed Rubenfeld, The Right of Privacy, 102 HARV. L. REV. 737, 744–45 (1989).}

As Justice Breyer wrote in his concurring opinion on the citizenship question, studies by the Census Bureau found that “Hispanics were significantly more likely than were non-Hispanics to stop answering at the point they reached the citizenship question.”\footnote{U.S. Dep’t of Commerce v. New York, 139 S. Ct. 2551, 2588 (2019).} In substance, the Census 2020 litigation is about making available the personal information of vulnerable immigrant populations concentrated in big urban centers to the federal government. The gap in constitutional protection led the justices to decide the case only on administrative law grounds under the APA. That said, the lower court ruling and the Roberts opinion emphasized that the violation of the APA alone was substantial, given the statutory protection of core constitutional and democratic values of accountability.\footnote{Id. at 2575; New York v. United States Dep’t of Commerce, 333 F. Supp. 3d 282, 291 (S.D.N.Y. 2018).}

President Trump’s Executive Order appears to contemplate the collection of personal data concerning citizenship status for statistical purposes, and the use of citizenship data for determinations about public
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benefits and possible deportation. It, therefore, seems possible that the census case may return to the Supreme Court to determine again whether the decision to collect data about citizenship is a renewed “contrivance,” similar to those evoking election fraud and the enforcement of the VRA.

B. City Attorneys General as Data Privacy Enforcers

Cities have litigated against the federal government to preserve the personal information of city dwellers and safeguard diversity, local autonomy, and political participation. They have also fought to protect the public interest against private parties that violate the privacy of their residents. Although state attorneys general (AGs) have a proven track record in privacy enforcement, city AGs are emerging now as new players at the forefront of consumer privacy enforcement. States have their own versions of the Federal Trade Commission Act (FTCA), as well as other privacy and consumer protection laws that city AGs can invoke in court either directly or under municipal law. Often, a state’s mini-FTCA and related privacy statutes are worded more broadly than their federal counterparts. In addition, the FTC has no immediate fining authority (unless a firm violates the terms of a consent decree), whereas state law permits city AGs to directly claim (not insignificant) civil penalties.

The cases discussed below are among the first instances in which city AGs use state consumer protection legislation for privacy protection. Importantly, such suits can proceed even if the violating

134. On the same day that the President issued the Executive Order, The New York Times reported that Immigration and Customs Enforcement would renew “[n]ationwide raids to arrest thousands of members of undocumented families.” Caitlin Dickerson & Zolan Kanno-Youngs, Thousands Are Targeted as ICE Prepares to Raid Undocumented Migrant Families, N.Y. TIMES (July 11, 2019), https://www.nytimes.com/2019/07/11/us/politics/ice-families-deport.html [https://perma.cc/93LK-2FPB]. According to the Times, the “operation, backed by President Trump, had been postponed, partly because of resistance among officials at his own immigration agency.” Id.
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conduct of an online platform or data broker has not taken place beyond the limits of a city’s litigation jurisdiction.

\[i\]. District of Columbia v. Facebook

Facebook has a decade-long track record of privacy failures, but the recent Cambridge Analytica scandal tops them all.\textsuperscript{140} As widely reported in the press,\textsuperscript{141} Facebook allowed a researcher, Alexander Kogan, to contact Facebook users about downloading a personality quiz application. Around 270,000 users responded. The application collected not only their data but also harvested the information of all their friends, giving access to the profiles of an estimated 50–70 million people.\textsuperscript{142} Kogan then sold this information to a company called Cambridge Analytica, a political data firm that offered to identify the preferences of voters based on their personality traits, friend networks, and Facebook “likes” to influence their behavior with targeted election advertisements.\textsuperscript{143} President Trump’s 2016 election campaign thereafter hired Cambridge Analytica to gain access to these voter profiles,\textsuperscript{144} as did the Brexit campaign.\textsuperscript{145} The ensuing scandal gained notoriety precisely because of the number of people affected and the fact that they were voters with political interests, and not merely shoppers with consumer interests. As a result, the public outcry in the Cambridge Analytica scandal has been loud and persistent.

In 2018, the Federal Trade Commission (FTC) launched an investigation of the matter premised on Facebook’s violation of a


\textsuperscript{142} See Sanders & Patterson, \textit{supra} note 140 (reporting the figure was later revised up to “87 million profiles”).

\textsuperscript{143} See Granville, \textit{supra} note 141.


2012 consent decree involving data sharing with third-party applications. Under the consent decree, Facebook agreed, among other stipulations, to give users clear and conspicuous notice and to obtain “affirmative express consent” before sharing their data with third parties. Facebook failed to meet this requirement in allowing Kogan to harvest an enormous trove of data and share it with Cambridge Analytica. In July 2019, the FTC imposed a record $5 billion fine against Facebook for violating the 2012 consent decree along with new measures to ensure accountability and transparency. European privacy officials also imposed fines under the then-in-force Data Protection Directive. Despite these actions, civil society organizations like the Electronic Information Privacy Center (EPIC) insisted that privacy regulators must do more to change Facebook’s predatory business practices — in particular, arguing that the FTC either failed to follow up on its consent orders or did not do so fast enough. FTC largely leaves tech companies’ privacy violations unpunished, revealing a potential enforcement gap. It is this gap that State, and now City, Attorneys are seemingly stepping in to fill.
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150. Under a Freedom of Information Act (FOIA) request, EPIC revealed that since the FTC issued the 2012 Consent Order against Facebook there were 26,000 pending consumer complaints against Facebook on file and not a single legal action. See EPIC FOIA-FTC Confirms Number of Pending Facebook Complaints, Doubling Every Two Years, ELECTRONIC PRIVACY INFO. CTR. (Apr. 3, 2019), https://epic.org/2019/04/epic-foia---ftc-confirms-numbe.html [https://perma.cc/3VJKJ-43NY]. EPIC is seeking to block the automatic approval of the settlement. See Natasha Singer, Privacy Group Files Legal Challenge to Facebook’s $5 Billion F.T.C. Settlement, N.Y. TIMES (July 26, 2019), https://www.nytimes.com/2019/07/26/technology/facebook-FTC-EPIC-privacy.html [https://perma.cc/6D59-YJSE].
As a city-state jurisdiction, the position of Washington, D.C., is unique within the United States. In 2018, before the FTC acted, Washington, D.C. Attorney General Karl Racine filed a complaint under the District’s Consumer Protection Procedures’ Act (CPPA). Racine alleged that Facebook did not meet consumers’ reasonable expectations of privacy, including that of more than 340,000 D.C. residents, when it failed to protect their data in the Cambridge Analytica matter. Substantively, the allegations of misrepresentation and lack of reasonable oversight of third-parties’ applications in the Racine complaint matched those later raised by the FTC. However, Racine’s claim that Facebook needed to notify its users of the unintended use of their data by Cambridge Analytica likely goes a notch further. In terms of remedies, much would depend on what constitutes a single violation under the CPPA. Although the AG had not specified amounts, D.C.’s consumer protection law provides for treble damages or $1500 per violation (whichever is greater), in addition to injunctive relief, punitive damages, and attorney’s fees. The AG found the new settlement with Facebook reached by the FTC unsatisfactory and has proceeded further with this litigation. In spite of Facebook’s dispute over the D.C. court’s jurisdiction, so far, the claim has been allowed to proceed. The D.C. Superior Court asserted that it had jurisdiction since Facebook engaged in continuous and systemic business activities with D.C. residents, acquiring substantial revenue from consumers in the District. Setting aside the question of whether the municipal tier is the right level of regulation when it comes to ensuring privacy protections in the private sector, the example of this case of public interest city litigation, and the one that follows shows that cities are currently flexing their muscle as privacy activists to fill in a perceived regulatory gap.

ii. San Francisco and Chicago versus Equifax

Last but not least, in the string of litigation that portrays cities as participants in nation-wide debates, are the data breach cases filed by the City Attorneys of San Francisco155 and Chicago156 against Equifax. The firm is among the three largest U.S. credit reporting agencies, and its business consists of amassing extensive personal records, which it sells to third-parties for a range of uses where an individual’s creditworthiness determines his or her eligibility for various products and services (for example, consumer credit, insurance, cellphone service, student loans, home purchases, car leases, and so on).157 Equifax collects and maintains data of 820 million customers worldwide.158 In 2016 alone, the company reported annual revenue of more than $3.1 billion.159

In 2017, Equifax suffered a major data breach that compromised the personal information of more than 145 million Americans.160 Both the FTC and the CFPB could have pursued civil penalties for the breach under the Fair Credit Reporting Act (FCRA) and could have immediately pursued civil penalties calculated by experts of up to $48,000 per violation.161 However, the FTC instead chose to rely on the FTCA, even though the statute does not grant the Commission any immediate fining authority.162 Almost two years later, Equifax

agreed to a settlement that included a still hefty penalty of $575–700 million.163

In terms of injunctive relief, Equifax agreed to a set of extensive measures, including the establishment of a detailed security program over the course of 20 years and reports to the FTC of data incidents, as well as biennial security assessments by a third party.164 The monetary and injunctive relief was granted based on three legal grounds raised by the FTC. First, the FTC asserted Equifax’s failure to apply reasonable measures to secure data in the knowledge of security vulnerabilities.165 Without showing concrete examples, the Commission pointed out that as a result, the breach led to “a substantial injury” to consumers.166 Second, the company misrepresented its security and privacy policies, misleading consumers about its products. Finally, the company failed to meet its obligations under federal law requiring financial institutions to develop a comprehensive written information security program.167

Although the FTC began investigating the Equifax breach in the fall of 2017,168 it did not reach a final settlement until the summer of 2019. Within a few months of the breach, however, the San Francisco City Attorney filed the first legal action for privacy breach in the country by a governmental actor.169 This action raised several claims: first, that the company failed to implement reasonable security measures in violation of the California Customer Records Act

---
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168. Russell Brandom, The FTC Is Looking into the Equifax Breach, VERGE (Sept. 14, 2017), https://www.theverge.com/2017/9/14/16306872/equifax-breach-ftc-probe-lawsuit-vulnerability (noting that the payment was divided between the offices of 48 AGs, the District of Columbia and Puerto Rico, the CFPB, and a fund that compensates consumers).

and that this failure compromised the data of approximately 44% of the U.S. population, including 15 million Californian residents; second, that Equifax exacerbated the risk of identity theft and fraud faced by Californian consumers by delaying notification of the breach until six weeks after the discovery of the breach, in violation of California’s breach notification law, which requires expedient notification if personal information is unencrypted or reasonably believed to have been acquired by an unauthorized person.\textsuperscript{171}

The City Attorney based San Francisco’s standing on California’s Business and Professional Code, which gives the city the right to enter a suit on behalf of local residents when a company is allegedly conducting “unlawful, unfair and fraudulent” business practices within the city.\textsuperscript{172} The city met the “injury in fact” standard because California residents suffered financial harm from the Equifax breach even though the complaint did not cite any particular injured party.\textsuperscript{173} The city sought civil penalties of $2500 for each violation, restitution to Californians who used Equifax’s services, and injunctive relief.\textsuperscript{174}

Chicago filed a suit against Equifax under the city’s Consumer Fraud, Unfair Competition, or Deceptive Practices Ordinance.\textsuperscript{175} The city asserted jurisdiction since the company was conducting unfair and deceptive practices while doing business in Chicago, and the conduct of Equifax resulted in compromising the personal information of 5.4 million residents of Illinois, including an uncounted number of people who resided in Chicago.\textsuperscript{176} The Chicago Corporate Counsel raised four claims: First, that Equifax fell short of its public promises to make the protection of personal data its “top priority.”\textsuperscript{177} Second, it failed to implement security industry best practices (for example, encryption, deployment of available fixes, and patches in the knowledge of security vulnerabilities).\textsuperscript{178} Third, it failed to provide timely and full notice of the breach to Chicago residents (in
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violation of the Illinois Personal Information Privacy Act (PIPA)).\(^\text{179}\)

And fourth, that Equifax engaged in further unfair and deceptive practices after the breach.\(^\text{180}\)

As in the San Francisco case and that of the federal agencies, Chicago claimed that the Equifax data breach caused potential harm to Chicago residents by exposing them to the risk of identity theft and financial fraud but did not give examples of particular victims and occasions of harm.\(^\text{181}\) The Chicago complaint went slightly beyond the San Francisco and federal complaints because Chicago also raised claims of emotional harm to local residents based on lost time, fear, and anxiety.\(^\text{182}\)

The participation of various cities in privacy enforcement actions seeking to protect the public interest reveals certain patterns. First, the cases that they chose to litigate are usually high-profile ones — both the Cambridge Analytica incident and the Equifax breach are prime examples of high-profile cases with significant nation-wide, and even global, impact. Second, the city attorneys (sometimes in concert with the state AGs) are usually the first governmental actor to start litigation, serving as an alarm bell for federal enforcement agencies. Unlike in other expertise-heavy data breach cases where the state AGs participate at the end stages of litigation, leaving the FTC to invest resources into an investigation and then sharing the settlement,\(^\text{183}\) in the cases we discuss city law offices are first movers in litigating.

Although legally speaking, all cases fall within the same title — privacy consumer protection — thematically, they can be divided into two types. In the electoral context, the Cambridge Analytica suit, much like in the context of political representation and local autonomy, the Census 2020 litigation tries to preserve democratic

---
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values. The Equifax cases, in turn, are aimed at improving consumer protection standards in data-intense sectors and are based on a broad interpretation of harm that might have triggered or reaffirmed such an interpretation on the federal level. Further, unlike in other areas of law where cities abruptly clash with states trying to preempt city ordinances along party lines, data privacy
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litigation shows a harmonious city-state relationship of well-resourced, big cities working shoulder-to-shoulder with their states. That dynamic might be exemplary of what Schragger dubs as “our federalism’s anti-urbanism” or the tendency of U.S.-state based federalism to disfavor decentralization to sub-state governments, and to exert any real-life influence, often cities need to be in synchrony with their states.\textsuperscript{188} In this sense, large, cosmopolitan cities’ privacy activism in the United States is emerging within progressive states, and opposition seems more likely to come from a conservative federal administration.\textsuperscript{189} At least when it comes to enforcement, there seems to be no horizontal city coordination because, unlike with state attorneys general,\textsuperscript{190} city attorneys general do not share a venue for collective action.

Certainly, city litigation with data privacy implications fits neatly into the wider partisan dynamics where local actors serve as checks on federal power through the institutional venue of federalism.\textsuperscript{191} As the office of the City Attorney of Chicago remarked:

It would be correct to say . . . that a number of our present initiatives (including but not limited to in the data privacy arena) are driven by a concern that at present the federal government is not taking sufficient action to protect the health, safety, and interests of Chicago residents.\textsuperscript{192}
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However, attitudes toward Silicon Valley and concomitant privacy issues vary both across and within party lines, demonstrating the nuances of partisan federalism in this field. \(^{193}\) Further, unlike with state and city attorneys general, FTC’s settlements do not go to the Commission’s coffers, but directly to the Federal Treasury. Coupled with the revenue-raising restraints cities face as outlined above, this is possibly creating a depoliticized, purely financial incentive for prosecutors on both the state and the city level to bring actions. Chicago is not dropping its charges at the moment of writing in the wake of the FTC settlement with Equifax, \(^{194}\) while San Francisco has yet to announce its decision on the matter. \(^{195}\) The trend shows the crossing of public interest litigation with profit-seeking on the side of city actors.

### III. THE CITY AS DATA STEWARD

At every level of government — federal, state, and local — government agencies amass personal data and must manage their data assets in the public interest. Cities collect and utilize an extensive range of personal and sensitive data and do so with relatively few encumbrances from superior levels of government. When they act explicitly as data stewards, cities not only carry out day-to-day management tasks but also take on “fiduciary-like responsibilities to consider the ethical and privacy impacts of particular data activities and to act with the best interests of individuals and society in mind.” \(^{196}\) According to Kelsey Finch and

---

193. For example, a draft federal bill introduced by Democratic Senator Markey may prevent state and city prosecutors from bringing legal actions once the FTC has entered a consent order:

> If the Commission institutes an action with respect to a violation of this Act or a regulation promulgated under this Act, a State may not, during the pendency of that action, institute an action under subsection (a) against any defendant named in the complaint in the action instituted by the Commission based on the same set of facts giving rise to the violation with respect to which the Commission instituted the action.

Privacy Bill of Rights Act, S. 1214, 116th Cong. § 16(e) (2019).


Omer Tene, data stewardship consists of a familiar set of data governance and accountability mechanisms. Its five components include first, “privacy management programs establishing principles and practices that apply to collecting, viewing, storing, sharing, aggregating, analyzing, and using personal data.” Second, an oversight mechanism for such programs, which minimally requires appointing a designated privacy lead. Third, privacy risk management, which may entail conducting Privacy Impact Assessments as well as a benefit-risk analysis for big data projects that promise tremendous benefits but that also “introduce new privacy and civil liberties concerns associated with large-scale data collection and analysis.” Fourth, vendor management — because so many smart city developments depend on public-private partnerships. Fifth, an ethical review processes akin to the rules for conducting human subject research whenever cities allow public or private researchers access to big data. This is especially true if the research involves secondary purposes (i.e., “appropriating civic data that was originally collected for another purpose without citizens’ knowledge or consent”).

Cities do not always achieve this ideal of data stewardship. As the case studies below demonstrate, cities must fully embrace their role as data stewards when they process data incidental to delivering city services and share it among city agencies under the terms of interagency data sharing agreements or local privacy regulations. They face greater challenges in protecting data and serving the public interest when they interact with powerful commercial actors motivated by private interests. Nor are the privacy measures cities adopt in commercial interactions uniform across all cases. Privacy measures adopted range from arms-length agreements in which cities bargain away privacy rights in exchange for private firms offering discounted or “free” services such as broadband; to ill-conceived regulations forcing sharing economy firms to hand over customer data (which have sparked lawsuits by regulated firms positioning
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201. See id. at 182–84 (describing vendor management in terms of clearly delineating responsibilities of cities and vendors for privacy management, public communication, and supervision of other contractors and subcontractors).
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204. See infra note 239.
themselves as protecting their customers’ privacy interests against the city government); to more collaborative forms of data sharing in which cities and technology platforms experiment with open data or data trusts; and, finally, to more complex and protracted engagements such as the Toronto Quayside project, where government, the private sector, and local citizenry are contesting the very soul of the smart city.

A. Managing City Data

A recent trend in urban governance is the delivery of more efficient and effective services via data integration and analysis, a trend that extends to traditional social services. Many families receive services and benefits from multiple public and private programs. Yet, all too often, caseworkers working with the same families are not even aware of one another in part because they maintain their data in siloed databases. Data integration and analysis not only allows caseworkers to coordinate services for clients but also to do a better job of matching individual clients with existing services and improve policy decisions and program development more generally. Integrated social service programs entirely depend on the collection, sharing, and repurposing of highly personal data. They, therefore, require very tight controls over data access, use, disclosure, and retention to avoid gross privacy violations. Proponents of data-driven solutions have viewed privacy rules as a nuisance akin to bureaucracy or acknowledged that local government has responsibility for privacy and security protections but
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without otherwise giving the topic any further attention. More recently, innovative cities have taken up the privacy challenge by developing standardized data-sharing agreements with strong privacy provisions. New York City is a good example.

In 2008, the Mayor’s Office issued Executive Order 114, launching an initiative to facilitate data integration and exchange among multiple Health and Human Services (HHS) agencies; privacy concerns barely registered beyond requiring that data sharing comply “with all applicable Federal, State and local laws and regulations.” However, participating agencies had to sign an agreement providing for the protection and confidentiality of all data exchanged or accessed by “HHS-Connect” systems. The agreement imposed various obligations under the Fair Information Practice Principles (FIPPs), which are the basis for modern privacy regulation. Applicable principles included purpose limitations, access rights as determined by the source agency, use restrictions, access controls, and data security, training of personnel, and adherence to citywide IT policies (mainly security and responsible use). Over the next decade, New York City continued to extoll data sharing while demonstrating limited concern for privacy. For example, the city enacted an Open Data Law, mandating that by the end of 2018, the city make freely available, on a single web portal, all “public” data sets. It also created the Mayor’s Office of Data Analytics (MODA), with responsibilities for collaborative, data-driven solutions, a citywide data platform, oversight for data projects, and

212. See generally Goldsmith & Kleiman, supra note 14.
216. There are different formulations of FIPPs, which vary as to both the number of principles and their substantive content, but they generally address collection and use limitations, purpose specification, data quality, security, transparency, access and correction, and accountability. See, e.g., Organisation for Econ. Co-Operation & Dev. (OECD), Revisited OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data (2013).
implementation of the Open Data Law. New York City’s inattention to privacy concerns finally changed in November 2017, when the City enacted its first comprehensive privacy laws in the form of two laws designed to protect personal information collected by city employees and contractors in the course of providing local services and benefits.  

New York City has done an excellent job of addressing the privacy issues associated with data integration and analysis, evolving from data-sharing agreements to a local ordinance requiring comprehensive citywide privacy policies and protocols. In its zeal to improve city life by processing and analyzing massive amounts of data, however, the city has been less successful in identifying and correcting issues related to algorithmic fairness, accountability, and transparency. Over the past five years, both privacy scholars and far-sighted regulators have recognized, in the words of John Podesta, former advisor to President Obama, that “big data analytics have the potential to eclipse longstanding civil rights protections in how personal information is used in housing, credit, employment, health, education, and the marketplace.” For example, the use of predictive algorithms to maximize interest in online job postings can lead to ads being “delivered in a way that reinforces gender and racial stereotypes, even when employers have no such intent.” Algorithms recognize and, in some cases, reproduce existing patterns in employment, even when those patterns are the result of past discrimination. Thus, while big data analytics can help identify patterns of bias and illegal exclusion, it can also hide continued bias

219. Local Law 245 requires every city agency to report on their data collection, retention, and disclosure policies and current practices. See N.Y.C., Local Law 245, Interim B. No. 1557-A (Dec. 17, 2017) (codified at N.Y.C. ADMIN. CODE §§ 23-1203–05 (McKinney 2017)). Local Law 247 requires city employees and contractors to protect all “identifying information” by limiting its collection, disclosure, and retention, except where required by law. Requests for the collection or disclosure of identifying information would be processed by a newly established privacy officer within each agency who would analyze whether the collection or disclosure would further the purpose or mission of the agency. N.Y.C., Local Law 247, Interim B. No. 1588-A (Dec. 17, 2017) (codified at N.Y.C. ADMIN. CODE §§ 23-1201–02 (McKinney 2017)). For a more detailed discussion of both laws, see Rubinstein, supra note 3, at 2010–13.
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behind a veil of impartial mathematics. This problem can be equally pernicious whether the algorithm in question was designed and implemented by the public or the private sector.

In some ways, the city’s neglect of these issues is not surprising. There is a long history of surveillance and policing of welfare applicants in the United States that predates data analytics. More recently, scholars have identified “algorithmic discrimination” as an emergent topic in privacy scholarship and have called attention to both the due process deficits of data analytics and its harmful impact on people of color and other historically marginalized communities. Although the city has taken a preliminary step toward addressing these concerns by appointing a cross-disciplinary group of experts to an Automated Decision Systems Task Force, with the goal of developing a process for reviewing the algorithms the city uses through the lens of equity, fairness, and accountability, the task force is behind in its goal of issuing a report of policy.
recommendations by Fall 2019. More generally, responding to algorithmic discrimination remains one of the great unfinished tasks of city data governance.

B. Commercial Data Sharing Agreements

The preceding Sections suggest that in developing data-driven policies to improve the quality of urban life, cities have all the political power they need to govern the relevant data. In fact, the social service programs that cities hope to improve are mostly funded by federal and state programs that carry their own complex requirements and burdens. Apart from any constraints accompanying such programs, however, cities operate with a very free hand in governing local data. Neither are the city’s regulatory powers preempted by federal or state law, given that the federal Privacy Act applies exclusively to personal data held by federal agencies. Most states lack comparable laws regarding state agencies, and the minority states with such laws limit their scope exclusively to state, as opposed to local agencies. When cities enter into commercial agreements with private firms, however, they must contend with the privacy practices and norms of some very large and powerful actors. Moreover, these market forces may exert greater sway over cities than any statutory rules from higher levels of government. This next Section examines commercial interactions with three sectors of great importance to twenty-first-century cities: broadband, the sharing economy, and smart city technology firms, including those engaged in high-profile projects such as Toronto Quayside.

Broadband, in the form of readily available and inexpensive fiber connections and advanced wireless capability, is increasingly important to economic growth, education, and healthcare. Many cities have recognized that cheap, unlimited communication capacity is essential to the future prospects of their citizens and their community, while at the same time recognizing that a vast digital
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230. Id. at 1981 (noting that “New York’s Personal Privacy Protection Act requires that each state agency ‘that maintains systems of records’ must comply with the FIPs. But this law does not apply to local governments” (citations omitted)).

divide separates rich and poor residents. Cities have therefore made it an explicit policy objective to narrow this digital divide by investing in innovative ways to provide high-speed internet access to homes, businesses, and the public, or even rolling out free, public wireless services. Some of these initiatives have proven ill-advised from a privacy perspective and illustrate the same neglect of privacy issues by cities as in the early days of data-driven city services.

Unlike the rollout of broadband, where cities try to attract private investment, the sharing economy needs the city as much as the city needs the sharing economy. Data-intense businesses in the sharing economy differ from platforms like Facebook or data brokers like Equifax because they offer “what might . . . be called ‘real-world’ goods and services,” such as transportation and housing. Urban density provides a critical mass of providers and consumers “sufficiently close to each other or to other amenities to make [sharing companies] work.” Beyond filling in shortages in housing and transportation by freeing up surplus goods, the sharing economy provides another crucial asset for the city: data. The troves of aggregate data amassed by sharing enterprises can improve local government by guiding urban planners toward the optimization of housing or reducing traffic congestion. But the relevant data sharing agreements may — or may not — fully account for privacy costs to local residents. Cities have adopted vastly different approaches to data sharing arrangements with sharing economy firms ranging from intrusive regulations to experiments with data collaboratives.

“Smart city” is a buzzword with no fixed meaning. At the very least, it describes cities permeated by “software-enabled infrastructures and networked digital devices and sensors that are used to augment urban management and governance.” At the same time, smart cities are cities where technology-driven innovation

232. Id. at 135–57. The digital divide also separates urban from rural Americans, but that topic is beyond the scope of this Article.
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and entrepreneurship both attract jobs and investments, and make
government work better. Some of the world’s largest technology
companies operate smart city initiatives combining networking
infrastructure, IoT devices, and data-driven analysis. One of these
firms, Sidewalk Labs — a division of Alphabet, and sister company of
Google, which has an ambitious smart city project underway in
Toronto, Ontario — perfectly illustrates the problems that arise when
cities allow the private sector to set the agenda for governing the
smart city.

\textit{i. Bargaining Away Privacy Rights}

Both major cities and small towns across the country have begun
experimenting with public-private partnerships as a way to offer free
or low-cost Wi-Fi in public facilities (such as parks, stadiums, or
low-income housing), and much faster but more conventionally priced
internet access deals to the city’s remaining population. Often,
private firms receive certain benefits or regulatory concessions from
local governments in return. For example, Google inked deals with
the mayors of Kansas City, Kansas, and Kansas City, Missouri, to
install “Google Fiber” in some government buildings in exchange for
using city offices, equipment, and electricity free of charge.
Moreover, Google negotiated its way around the “universal service”
obligations that typically require big telecommunications companies
to at least offer their services to an entire city or town. Although
Google Fiber originally had a free option, Google eventually canceled
and replaced it with a $50 option that offers internet at slower speeds.
Google Fiber also partnered with the Housing Authority of the City
of Austin to offer free Wi-Fi at select affordable housing providers.

New York City has launched multiple broadband initiatives
ranging from promoting competition in the residential and
commercial broadband markets, to investing in networks for the
 provision of free or low-cost high-speed residential access for
low-income communities, to a citywide implementation of digital
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Kleiman, supra note 14.}

\textbf{239.} \textit{See Erica Swanson, Bringing Internet Access to Public Housing Resident,
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\textbf{241.} For example, the local housing authority partnered with Spot on Networks
(SON) to provide free high-speed Wi-Fi to the residents of the country’s largest
kiosks called “LinkNYC” (which offer high-speed Internet access and a range of other popular services including Wi-Fi phone calls, device charging, and a tablet for access to city services, maps, and directions).\textsuperscript{242} In the latter deal, a company called CityBridge agreed to lay cable, install infrastructure, and operate the LinkNYC network “for free” in exchange for splitting advertising revenues with the city, valued at $1 billion over the life of the 12-year franchise agreement.\textsuperscript{243} One of the major investors in LinkNYC is Sidewalk Labs.\textsuperscript{244}

In Fiber, Susan Crawford describes how companies with monopoly power over broadband and Internet access (mainly Comcast and Verizon) use their tremendous lobbying resources to thwart broadband competition despite the obvious need for massive investments in fiber infrastructure (the so-called “last mile” problem).\textsuperscript{245} Crawford also highlights a few smaller cities and towns that have invested in community-based broadband to build low-cost, high-speed networks at the local level. Although project financing is always a bit precarious for these communities, they have relied successfully on bonds, federal and state matching grants, and anticipated budgetary savings to build city-owned community fiber networks. These networks are designed to reach all local residents, thereby closing the digital divide and ensuring that the local community is well-positioned to enjoy future economic growth and related innovations in education, health, and local governance.\textsuperscript{246}


\textsuperscript{243} See Maren Maier et al., LinkNYC, in SMARTER NEW YORK CITY, HOW CITY AGENCIES INNOVATE 79–106 (André Corrêa d’Almeida ed., 2018).
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\textsuperscript{246} Id. at 67–96 (describing projects in Chattanooga, Tennessee; Wilson and Greensboro, North Carolina; Winthrop, Minnesota; and Otis, Massachusetts). See generally Olivier Sylvain, Broadband Localism, 73 OHIO ST. L.J. 796 (2012) (articulating a legal and public policy strategy for bolstering local authority to enter the broadband market as service providers).
There are notable differences between the privacy policies of these smaller, locally operated broadband providers and those of the larger firms seeking huge advertising revenues. For example, a glance at the relevant privacy policies of the towns Crawford highlights shows that their policies regarding the collection and use of data are reasonably protective of local users’ privacy interests.\textsuperscript{247} And a cursory review of the Spot on Networks (SON) privacy policy at the Queensbridge public housing project shows that not all locally operated broadband relies on targeted ads or sale of personal data to third parties to generate revenue.\textsuperscript{248} Rather, it appears that local, and to some extent, federal tax revenues pay for the service.\textsuperscript{249} Other large cities, including Boston\textsuperscript{250} and Kansas City,\textsuperscript{251} have similar programs that benefit low-income housing residents and do not sacrifice their privacy interests.

In sharp contrast, the ad-funded LinkNYC network raises several serious privacy concerns. The first is that by allowing LinkNYC to collect data from city residents and visitors for advertising purposes, the city government has relinquished its data stewardship role by trading away New Yorkers’ privacy for LinkNYC’s “free” services. According to privacy advocates, the original CityBridge privacy

\begin{itemize}
\end{itemize}
policy governing the use of LinkNYC kiosks “allowed nearly limitless retention of user data, including browsing history.”\(^{252}\) Although CityBridge modified its privacy policy in response to these and other objections,\(^{253}\) the updated policy still allows the system to track and retain “information such as IP addresses, anonymized MAC addresses, device type, device identifiers, and more, for up to 60 days” without users’ consent.\(^{254}\) A LinkNYC FAQ offers users various reassurances on these points,\(^{255}\) but critics remain skeptical, noting that it is relatively easy to re-identify anonymized and aggregated information, that LinkNYC kiosks are equipped with Bluetooth beacons that have not been activated yet but may someday be used to push location-based mobile ads to passersby devices (even if they have not registered as Link users), and that Google has a prior history of Wi-Fi sniffing (the Google Street View case)\(^{256}\) and of circumventing the anti-tracking protections built into Apple iPhones (the Safari case).\(^{257}\)

The second concern is that the LinkNYC deal increases the risk of security breaches and unwanted surveillance of users and passersby. LinkNYC requires users to register with an email address and agree to allow CityBridge to gain access to their web traffic.\(^{258}\) The kiosks
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also contain video cameras that capture a 360-degree view of the surrounding streets and sidewalks. The New York Civil Liberties Union (NYCLU) has argued that the sheer volume of information these devices gather “will create a massive database of information that will present attractive opportunities for hackers and for law enforcement surveillance, and will carry an undue risk of abuse, misuse and unauthorized access.”

A third concern (to which we return below) is that LinkNYC is but the first stage in Alphabet/Sidewalk Lab’s plans to extend the monetization of personal data from the online world to the physical landscape. Indeed, during a 2016 talk about reimagining cities, Dan Doctoroff, the founder and CEO of Sidewalk Labs and former deputy mayor under Michael Bloomberg, stated as much:

By having access to the browsing activity of people who are using the Wi-Fi — all anonymized and aggregated — we can actually then target ads to people in proximity and then obviously over time track them through lots of different things, like beacons and location services, as well as their browsing activity. So in effect what we’re doing is replicating the digital experience in physical space.

The root cause of the privacy threats associated with LinkNYC is that New York City issued a design challenge without privacy requirements or much regard for preserving existing urban privacy on the streets of New York at all. Arguably, the city could have leveraged the worth of its extremely valuable sidewalk real estate by driving a hard bargain that both delivered a public Wi-Fi system with minimal impact on the city budget and protected New Yorkers’ privacy rights from the get-go. Instead, the city traded its citizens’ rights to a for-profit company deeply immersed in the surveillance economy. Ironically, it is not even clear that LinkNYC helped the
city achieve its goal of reducing the digital divide. As it happens, Sidewalk Labs located the LinkNYC kiosks mainly in high traffic touristy areas of Manhattan (which generate the highest advertising revenues) rather than in poorer residential neighborhoods in the outer boroughs.\textsuperscript{264} Of course, at the end of the day, LinkNYC and its boosters can always fall back on the argument that those who object to the kiosks are welcome not to use them. But this is a false dichotomy based on an illusory choice. What it really amounts to is forcing citizens to comply with the (private) terms and conditions of their own surveillance or to stay off the (public) streets. As Nick Pinto points out, “there is a different issue at play here: the right of the City of New York to surrender [citizens’] data for us[.]”\textsuperscript{265}

\textit{ii. Coercing Data Sharing in the Sharing Economy}

At first glance, one might expect cities to encourage data-driven companies of the sharing economy to operate in their territory: above all, the shared economy epitomizes the cosmopolitan spirit, innovation, and modernity. As Daniel Rach and David Schleicher note, “the presence of bike-or car-or home-sharing services conveys something important about how progressive, how technologically advanced, and indeed how ‘world class’ a city is.”\textsuperscript{266} Presence does not necessarily mean the lack of any regulation, however.\textsuperscript{267} When cities interact with data-intense companies to design their urban spaces, the quest to improve municipal services, whether well-intended or catering to the incumbent industry’s interests,\textsuperscript{268} may leave them indifferent to privacy issues.
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New York City offers several case studies of privacy-related tensions between the city government and the sharing economy. For example, New York City’s powerful Taxi and Limousine Commission (TLC) has long required ride-hailing firms to provide the agency with information such as pick-up times and locations, license plate numbers, and base information. In May 2016, however, the TLC issued a “driver fatigue rule” that additionally required such firms (including Uber, its competitors, and other for-hire vehicles like black limos) to share more granular information, including the duration and destinations of drivers’ trips.\footnote{269} Uber objected on both privacy and trade-secret grounds and even tried to avoid the rule by releasing a free tool allowing cities and developers to track car travel times.\footnote{270} Despite these concerns, the TLC proceeded with the new rule and, to the delight of city transportation planners, as of February 1, 2019, ride-share companies must provide the TLC with “the date, time, and location of pickups and drop-offs (at least down to the intersection), the vehicle’s license number, the trip mileage, itemized trip fare, route (including whether the vehicle entered traffic-choked Midtown), and how much the driver was paid.”\footnote{272}


\footnote{272. See Aarian Marshall, \textit{NYC Now Knows More Than Ever about Your Uber and Lyft Trips}, W\textsc{i}RED (Jan. 21, 2019, 6:18 PM),
In demanding this information, the TLC showed a near-perfect disregard for data stewardship. As Albert Gidari noted:

The Commission conducted no privacy impact assessment; considered no alternatives with lesser privacy impacts; and failed to inform the public how long it would keep the data, with what other government agencies it would share it and for what purposes, or to whom it would disclose it such as in response to public records act requests or for commercial use. The Commission has no privacy officer and no privacy policy to govern its conduct. It is accountable to no one.273

New York City regulators have also taken an aggressive stance toward collecting data from home-sharing platforms such as Airbnb, which enable hosts to list their apartments for short-term rentals. Worried about the impact of removing these apartments from the long-term rental market, the availability of affordable housing and the deterioration in residential peace and quiet from a constant stream of visitors, the New York City Council enacted a ban on short-term apartment rentals in residential buildings with three or more units.274 This law proved hard to enforce for the obvious reason that the Airbnb website “does not display the real names and addresses of its hosts,” making it extremely difficult for enforcement agencies to “access a comprehensive list of Airbnb hosts in the city.”275 In the face of pervasive disregard of this law by Airbnb hosts,276 the City Council then passed Local Law 146, requiring home-sharing firms to turn over voluminous monthly data regarding the rental activity of their customers (“hosts”); this included both personally identifying information and financial data and imposed large penalties on firms that failed to comply.277 Airbnb and its competitor HomeAway then filed suit against the city seeking to enjoin enforcement of the ordinance on two main grounds: first, that
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the ordinance violated the Fourth Amendment by compelling them to turn over protected business records without any opportunity for pre-compliance review before a neutral decisionmaker; and, second, that it conflicted with (and is preempted by) the Stored Communications Act (SCA) by requiring home-sharing platforms to divulge information about customers without a subpoena or other legal process as required by the SCA. 278 The Southern District of New York court granted their request for a preliminary injunction, finding that the large scale collection of private business records “unsupported by individualized suspicion or any tailored justification” fails to qualify as a reasonable search and seizure. 279

In reaching its decision, the Southern District court relied heavily on the Supreme Court’s judgment in Patel v. Los Angeles, in which a Los Angeles ordinance was found facially invalid under the Fourth Amendment for requiring hotel operators to record, maintain and make available for inspection by the police certain personal information about guests. 280 The court reasoned that just like a hotel, a home-sharing platform has two strong reasons to keep host and guest data private. One is competitive; the other involves the promotion of better customer relations. 281 The court also rejected the city’s argument that the platforms’ privacy interests in their customers’ records were diminished due to the permissiveness of “administrative searches” in other industries. 282 Since the hotel industry does not involve inherently dangerous operations, the court was reluctant to extend precedents from more regulated industries to the present context. 283 After finding the ordinance within the scope of the Fourth Amendment, the court then analyzed whether the Fourth Amendment’s reasonableness standard was met. The court reasoned that under the Fourth Amendment, administrative searches of commercial establishments required individualized suspicion for the search and an opportunity for a pre-compliance review before a neutral decisionmaker. 284 It concluded that:

In its sweep, the Ordinance dwarfs that of the Los Angeles ordinance at issue in Patel. The universality of the [New York City] Ordinance’s monthly production demand (covering all short-term
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rentals in New York City), the sheer volume of guest records implicated, and the Ordinance’s infinite time horizon all disfavor the Ordinance when evaluated for reasonableness under the Fourth Amendment.\(^{285}\)

In addition to these privacy concerns, this approach is also an example of Richard Schragger’s emphasis on agglomeration effects, which are more likely to occur in big cities. Instead of choosing to leave New York City for less regulated markets, Airbnb decided to stay and invest in a legal battle. Conversely, a few years back, Uber and Lyft chose to leave Austin, Texas, when the city introduced fingerprint-based background checks and other data reporting requirements on all hail-riding drivers in the city.\(^{286}\) Uber and Lyft only returned — to the detriment of a locally grown alternative non-profit ride-share — when Texas overrode Austin’s effort, passing a regulation requiring licensing of the service against a fee on the state level.\(^{287}\) Disempowered by legal constraints on regulating their urban spaces, cities sometimes turn to data regulation — with varying degrees of privacy intrusion.\(^{288}\)

After reviewing the current Airbnb litigation, this Article now turns to more collaborative forms of data sharing between cities and tech firms, focusing on a privacy-friendly-model spearheaded in Seattle.

### iii. Collaborative Data Trusts

New York City resorted to a government data grab to gain access to ride- and home-sharing data from industry leaders. But other cities have followed a different path. For example, in January 2015, Uber agreed to provide Boston with “anonymous data about the duration, 

\(^{285}\) Id. at 491. Although the court’s main objection to the Ordinance was that it seemed to invite a fishing expedition, it also evoked the reasoning in the recently decided Carpenter case, stressing that “the test of reasonableness” under the Fourth Amendment “is not whether an investigative practice maximizes law enforcement efficacy” but rather must also balance other factors such as the extent of the intrusion on protected privacy interests. Id. at 492 (citing Carpenter v. United States, 138 S. Ct. 2206, 2217–18 (2018)).


\(^{287}\) Id.

general locations, and times of rides that start or end in the city” on a quarterly basis.\textsuperscript{289} A year later, Boston city officials expressed some frustration at both Uber’s refusal to allow data sharing with a regional planning agency and the utility for planning purposes of the underlying data.\textsuperscript{290} In a nutshell, data sets limited to trips’ start and end locations by zip codes did not allow “for analysis of how proximity to public transit affects Uber usage, or how a new building affects transportation patterns.”\textsuperscript{291} Where cooperative partnerships have had the most success to date is in the bike-sharing industry. Both New York City and Boston worked out arrangements with the operators of Citi Bike and Blue Bike, respectively, to make some ride data publicly available subject to a data license agreement that imposes a number of privacy-related restrictions.\textsuperscript{292} Seattle has taken an even more innovative approach to cooperative data sharing. A proper analysis of the Seattle approach requires some background information on data trusts and their potential use in balancing the competing interests of cities, sharing economy firms, and local citizens and customers.

Data trusts are intended to create a fiduciary relationship between a trustee and a beneficiary, such that the former is under a duty to act for the benefit of the latter according to the particular terms of the trust.\textsuperscript{293} For example, a group of Fitbit and Apple Watch users might
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\item \textsuperscript{289} Nicole Dungca, \textit{In First, Uber to Share Ride Data with Boston}, \textsc{Bos. Globe} (Jan. 14, 2015, 5:33 AM), https://www.bostonglobe.com/business/2015/01/13/uber-share-ridership-data-with-boston/4Klo40KZREtQ7k0aZj0NN/story.html [https://perma.cc/29MT-9CB9] (noting that the ride-share data from Uber “would be stripped of identifying information and exact locations”). The agreement stipulated that this information was confidential and constituted Uber’s trade secrets under the state public records law, thereby exempting it from disclosure; it also limited sharing such information beyond the city government without Uber’s approval. See Uber Technologies Inc.-City of Boston Agreement on the Provision of Uber City Data (Jan. 12, 2015) available at https://www.documentcloud.org/documents/1513002-final-city-data-agreement-boston-uber-011215.html [https://perma.cc/QH22-N8R8].

\item \textsuperscript{290} See Adam Vaccaro, \textit{Highly Touted Boston-Uber Partnership Has Not Lived Up to Hype So Far}, \textsc{Boston.com} (June 16, 2016), https://www.boston.com/news/business/2016/06/16/bostons-uber-partnership-has-not-lived-up-to-promise [https://perma.cc/4NA7-SM3B].
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\item \textsuperscript{293} See Sylvie Delacroix & Neil D. Lawrence, \textit{Bottom-Up Data Trusts: Disturbing the ‘One Size Fits All’ Approach to Data Governance}, 9 \textsc{Int’l Data}
agree to pool their medical data in a data trust with explicit terms for how the trustee may share the data for medical research purposes — subject to various limitations set out in advance, and to the trustee’s independent judgment of which uses uphold the interests of the users. The benefits of such a trust structure are threefold. First, in the typical scenario in today’s digital world, data controllers amass huge amounts of data about data subjects who have limited understanding of how controllers may use their data and almost no power to avoid unwanted or harmful uses. In sharp contrast, the legal structure of a data trust guarantees that trustees manage beneficiaries’ data according to the terms of the trust and subject to a legally enforceable fiduciary obligation. Second, whereas data controllers seek to maximize the value of the personal data they collect for the benefit of shareholders, trustees owe a duty of undivided loyalty, requiring them to maintain their independence from profit-maximizing activities. Finally, trust instruments are highly flexible and therefore allow a wide variety of data sharing policies, thereby providing data subjects a range of choices that reflect their own values and needs in a given context. That said, a trust structure has certain disadvantages, including daunting implementation challenges. Sylvie Delacroix and Neil Lawrence identify two issues requiring special attention: uptake (i.e., how to educate potential users about the benefits of data trusts) and exit procedures (i.e., how to identify all data associated with a user wishing to leave a data trust).

A 2016 article by internet scholars Jack Balkin and Jonathan Zittrain popularized the idea of imposing a general fiduciary duty on service providers like Google, Facebook, and Uber. Their
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argument turns on a provocative analogy between doctors, lawyers, and accountants, who are required by law to act in good faith towards their clients, and firms in the information industry that supposedly have many of the trappings of fiduciaries. The main shortcoming of their analysis is that it offers no compelling arguments as to why such firms would agree to assume fiduciary duties on a voluntary basis.\textsuperscript{300} Of course, this problem is surmountable if Congress or state legislatures enact appropriate legislation imposing such duties on information-intensive firms.\textsuperscript{301} Otherwise, the idea of information fiduciaries seems like a non-starter for the private sector.

But this is not the case for city governments. Despite the mixed reception of data trusts in the scholarly literature,\textsuperscript{302} a few cities have proactively partnered with universities to develop trust-based infrastructures for managing sharing economy data in the public interest. One major difference between these efforts and earlier discussions of data trust is that instead of relying solely on the legal structure of trust to achieve their goals, city-university partnerships are adopting a \textit{techno-legal} approach that incorporates sophisticated technical infrastructure for ensuring the protection of data deposited in the trust repository.

For example, in July 2017, Seattle began implementing a pilot program for “dockless-bikes” under which bike-share operators had two options for sharing granular data about their riders with the city: they may provide the city with anonymized trip information as specified in Seattle’s Bike Share Permit Requirements, or they may share data under a signed agreement with the Transportation Data Collaborative (TDC) located at the University of Washington (UW).\textsuperscript{303} The TDC is a protected and linked data repository of sensitive information from regional public and private transportation
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providers. It allows partnering agencies to create data-driven policy, support research uses, and provide individuals with authenticated access to their own transportation records. More specifically, the TDC provides:

- Policies and protocols that address data ownership, access, use, and related privacy and ethics in the interest of partner organizations and the persons represented by the data, supported by the UW’s Urban Infrastructure Lab;
- A neutral third-party host with transportation expertise (the Washington State Transportation Center (TRAC)) to enable data sharing and analysis;
- Protection from disclosure under the Washington Public Records Act via administrative, legal, and legislative efforts available to the UW; and
- A trusted data platform, which provides privacy and security tools, such as encryption for sensitive attributes, data tagging to track and audit the uses and users of data, and policy-based encryption.

A recent paper co-authored by TDC staff members at UW makes a case for data collaboratives by observing that researchers and the public are very poorly served by the usual dichotomy between open (publicly available) and closed (proprietary) data systems. Institutions are reluctant to make “sensitive” data openly available to researchers mainly on privacy and IP grounds, and therefore restrict access to such data or its linkage with other data sets, thereby instead sharing less interesting and useful information with the research community. As seen above, this tension is apparent in the transportation sector, where city agencies want more granular access to firm data than ride-hailing and bike-share firms wish to supply. Building on their work in creating the TDC, the co-authors describe

306. See YOUNG ET AL., supra note 288.
the design of a “legal-technical infrastructure” they call Collaborative Data Trusts (CDTs), which they offer as an alternative to the open versus closed data dichotomy.307

One important way in which the UW data trust achieves privacy goals is by relying on differential privacy and synthetic datasets, which allow for the responsible use of sensitive data by removing causal relationships between variables (basically adding noise to prevent re-identification) while preserving relationships in all other cases (thereby preserving utility).308 The use of customized synthetic datasets also allows researchers to remove signals that could expose proprietary data (and hence competitive advantage for the data providers) or preserve biases that could reinforce discriminatory policies.309 Finally, the integrated techno-legal infrastructure utilizes data sharing and use agreements to specify in advance the data to be shared, the scope of research, and the legal recourse of the data trust if data quality is deficient and of the data sources in the event of unauthorized disclosure.310 Data trusts hold enormous promise for cities engaged in data management activities. They enable city governments to maintain their role as data stewards while benefiting from data-driven activities, even as they interact with the private sector in a highly collaborative manner.311

iv. From Data Sharing to Toronto’s Outsourcing of Data Governance

The largest and most controversial smart city project in which data trusts play a prominent role is Sidewalk Lab’s efforts to build a smart city of the future in Toronto.312 In the spring of 2017, Waterfront
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312. Shortly before publication of this Article, Sidewalk Labs announced that it was no longer pursuing this project, attributing its decision to the “unprecedented economic uncertainty” both worldwide and in the Toronto real estate market. See Daniel L. Doctoroff, Why We’re No Longer Pursuing the Quayside Project — And What’s Next for Sidewalk Labs, MEDIUM (May 7, 2020), https://medium.com/sidewalk-talk/why-were-no-longer-pursuing-the-quayside-project-and-what-s-next-for-sidewalk-labs-9a61de3fee3 [https://perma.cc/T8U5-WA2J]. Doctoroff (Sidewalk Labs’ CEO) also stated that the ideas developed in the Quayside project “represent a meaningful contribution to the work of tackling big urban problems, particularly in the areas of affordability and sustainability. This is a vital societal endeavor, and Sidewalk Labs will continue our work to contribute to it.” Id. Thus, despite the demise of Sidewalk Labs role, the Quayside project remains an
Toronto (WT), a Canadian redevelopment agency established in 2002 by the government of Canada, the government of Ontario, and the city of Toronto to oversee the revitalization of Toronto’s eastern waterfront, issued a Request for Proposal (RFP) for the Quayside Development project. It sought an “Innovation and Funding Partner” to help create and fund “a globally-significant community that will showcase advanced technologies, building materials, sustainable practices[,] and innovative business models that demonstrate pragmatic solutions toward climate-positive urban development.”

Six weeks later — a rather short time for an RFP of such complexity — WT selected Sidewalk Labs.

In the fall of 2017, WT and Sidewalk Labs signed a Framework Agreement for what many now referred to as the “Sidewalk Toronto” project. This agreement generated criticism and controversy mostly due to the secrecy over the full agreement. Only a summary was ever important learning experience for cities, urban innovation firms, and information law scholars.


published, and it failed to clarify key terms and concepts regarding data ownership and digital governance. Over the next year, Sidewalk Labs took the lead in convening an advisory board and holding public consultations with very limited participation by any city officials. But prominent privacy experts eventually resigned from their role as company consultants or advisory board members.

With this background in mind, the remainder of this Section examines Sidewalk Labs’ original data governance and privacy proposal for Sidewalk Toronto as set out in its Master Innovation and Development Plan, a three-volume, 1500-page document issued in June 2019. In a chapter devoted to “Digital Innovation,” the firm proposed the creation of an independent “trust” with broad authority over data governance issues within both Quayside and the much larger adjacent site that Sidewalk Labs refers to in toto as the “IDEA District.” In a nutshell, the proposed Urban Data Trust (UDT) would establish privacy guidelines and a related assessment process administered by its Chief Data Officer who reviews and approves projects using data collected in the physical environment of the IDEA District.

In developing a “trusted process for responsible data use,” Sidewalk Labs sought to respond to three concerns raised during the public consultations: first, that data collection in the public realm amounted to a form of surveillance; second, that the collection and

316. See generally Goodman & Powles, supra note 313.
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318. See Gabrielle Canon, ‘City of Surveillance’: Privacy Expert Quits Toronto’s Smart-City Project, GUARDIAN (Oct. 23, 2018), https://www.theguardian.com/world/2018/oct/23/toronto-smart-city-surveillance-ann-cavoukian-resigns-privacy [https://perma.cc/X7RH-8A5T]. Saadia Muzaffar, a tech expert and founder of TechGirls Canada, stepped down because Sidewalk Toronto “was not adequately addressing privacy issues” she and others had raised. Id. And former Ontario Privacy Commissioner Ann Cavoukian resigned after learning that “third parties could access identifiable information” gathered in the Quayside district. Id.
320. See SIDEWALK LABS, supra note 319, at 378–79.
use of such data should be treated as a public resource (provided privacy risks have been addressed) and not solely benefit the private or public sector; and, third, that Sidewalk Labs should not enjoy any special advantages in developing the core digital services for the IDEA District. The company sought to address these concerns by creating a new category of “urban data” (defined as “information gathered in the city’s public realm, its publicly accessible spaces, and even some private buildings”) and giving it additional privacy protections by treating urban data as a “collective” asset that would not be owned “in the traditional sense” but rather managed by an independent entity (the UDT) and made publicly accessible by default; and applying consistent processes and guidelines to all entities collecting urban data in the district including Sidewalk Labs. While this strategy sounds reasonable at first glance, it suffers from many shortcomings. The most severe among them is a democratic deficit or lack of political legitimacy.

To begin with, the RFP called upon the partner to work closely with WT in creating “the required governance constructs to stimulate the growth of an urban innovation cluster, including legal frameworks (e.g., Intellectual Property, privacy, data sharing) ...” As many commentators have observed, it is highly problematic for a vendor “to propose the structure, operation, and regulatory power” of the governing entity with authority over the vendor. WT should have set the governance rules for data collected in public spaces that it owned and controlled instead of allowing the proverbial fox to guard the henhouse.

A lack of legitimacy also undermines Sidewalk Lab’s conception of a data trust. According to the MIDP, the final agreement between WT and Sidewalk Labs would set up the structure of the UDT and
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authorize the creation of a non-profit entity with “the charter to address the digital governance challenges related to urban data while also promoting data-driven innovations that benefit individuals and society.”

This oversight entity would have a five-member board (drawn from various sectors) and a Chief Data Officer (CDO) responsible for developing the UDT charter, promulgating “Responsible Data Use (RDU) Guidelines,” and structuring oversight and review processes. Subject to the oversight board’s approval, the CDO would also determine how the entity would be staffed, operated, funded, and perform various other tasks.

Although Sidewalk Labs offers a number of ideas for ensuring the board’s independence and avoiding conflicts of interest, it is silent as to the basics of governance such as who appoints board members, their qualifications and the necessary expertise in relation to their defined tasks, the board’s procedures for handling complaints about the CDO’s policy decisions, or their powers of enforcement. Additionally, it has very little to say about the sources of funding for the UDT or what happens if, down the road, Sidewalk Labs walks away from the project.

This lack of legitimacy has two probable consequences for Sidewalk Labs’ data governance proposal. First, although the RDU Guidelines incorporate well-established privacy principles and outline an RDU Assessment process covering any collection or use of urban data, it is not at all clear how the CDO will handle the difficult choices he or she will likely encounter. For example, will the CDO balance risks and benefits in the public or corporate interest? As Sean McDonald notes, “[t]he Urban Data Trust is likely to have to weather a significant amount of political and financial pressures, which is a challenge for any institution — let alone one trying to maintain the public’s interest in data governance amidst financial dependence.”

This suggests that the UDT will have to draw on its
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327. The assessment process considers the purpose of the project, the data sources (including questions of storage, access, and transfer), legal compliance, and risk-benefit analysis. The CDO weighs these factors and then makes a final decision, denying, approving, or approving with conditions. See id. at 420. Overall, this process is quite similar to the familiar concept of Privacy Impact Assessments, although it is somewhat broader given its attention to the ethical implications of artificial intelligence.
political capital to maintain its independence, but in reality, it will have very little capital to draw upon.

Second, this democratic deficit leaves Sidewalk Labs in a weak position to mitigate any controversies resulting from its creation of a new category of urban data. The company asserts that it heard public concerns over the collection of such data and responded by laying out the guidelines and assessment process described above.\footnote{329} Absent from this response is any discussion of simply restricting the collection of urban data or strengthening Canadian privacy law.\footnote{330} Unsurprisingly, critics have dismissed the very notion of urban data as “an elaborate contortion aimed at giving Sidewalk Labs the regulatory cover it needs to collect data without consent in public places that it quasi-owns.”\footnote{331} Nor does Sidewalk Labs allay these concerns by emphasizing open standards and open data. To its credit, the company offers a plan to ensure a digitally open city. This plan is laudable, yet it seems disingenuous given that Sidewalk Labs already enjoys advantages that few other companies can ever match, even if Quayside achieves the status of a digitally open city. These include deep expertise with collecting and using urban data, ownership interests or investments in other companies that have already developed many of the tools needed to make Quayside successful,\footnote{332} and access to the financial resources and technical sophistication of its multibillion-dollar sister firm, Google.

Following the release of the MIDP, the chair of WT issued an open letter identifying concerns with the size, scope, and funding of Sidewalk Labs proposal, and seeking additional information on data governance issues.\footnote{333} On October 31, 2019, the chair released a second open letter announcing that the parties had reached “alignment” on these and other “threshold issues” based on Sidewalk Labs confirmation that it would scale back the proposal from the

\footnote{329. See \textsc{Sidewalk Labs}, supra note 319, at 416.}
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\footnote{332. These include Flow Inc. (which makes a traffic-management system); Intersection (which makes public Wi-Fi networks); and Cityblock Health, Inc. (which delivers innovative healthcare to low-income neighborhoods). See Valverde & Flynn, supra note 315.}
190-acre IDEA District to the original 12-acre Quayside site; switch to a new, WT-led approach to data governance based on existing Canadian privacy law; partner with other real estate developers rather than act as lead developer and modify its revenue-sharing plans with WT; and make various other concessions.334

The WT letter emphasizes that this compromise does not represent a final agreement. Rather, it allows WT to proceed with the formal evaluation of the MIDP subject to further public consultation and assessment with a final decision anticipated by March 31, 2020. As to data governance and privacy issues, Sidewalk Labs agreed that going forward, WT will act as the lead on any future discussions with governmental entities; comply with all existing and future privacy legislation, regulations, and policy framework; accept that relevant municipal provisions and federal laws will determine data governance; store all personal information collected in its digital operations within Canada; and not use “Urban Data” as a term and otherwise eliminate the UDT from its proposal.335 As required by the agreement on threshold issues, Sidewalk Labs very recently delivered a Digital Innovation Appendix (DIA) that updates the MIDP and will become the basis for formal evaluation of the project.336

In short, it is too soon to say how the Sidewalk Toronto project will play out or even if it will move forward to the building stage.337 Still,


337. Quite apart from the question of WT’s ultimate approval, there is a lawsuit pending that seeks to block the agreements between Sidewalk Labs and Waterfront
we can speculate about why it shaped up the way it has. Richard Schragger has described a market-based theory of local government whose two key features — dependence on private investment and competition for private investment with other municipalities — results in “development and business-friendly policies.” 338 Something along these lines is no doubt at work with WT, a redevelopment agency nearing the end of its mandate and its funding and lacking the ability to borrow money. In Sidewalk Labs, WT found an ideal partner, at least at the outset. From Alphabet’s point of view, Sidewalk Toronto was the opportunity it had been looking for to build a city “from ‘the Internet up.’” “What I mean by that,” writes Sidewalk Labs CEO Dan Doctoroff, “is a place where ubiquitous connectivity is truly built into the foundation of the city, and where people use the data that’s generated to enhance quality of life.” 339 In The Age of Surveillance Capitalism, Shoshana Zuboff portrays the marriage between development-favoring cities and the information industry somewhat differently. For Zuboff, the industry’s relentless drive for new sources of data leads inevitably to the “real” world, and hence to the city as one of the few remaining virgin tracts for data extraction and monetization. “Whether what even . . . Doctoroff . . . refers to as a ‘Google city’ succeeds,” Zuboff notes, “the company has interested the public by recasting our central gathering places as a commercial operation in which once public-assets and functions are reborn as the cornered raw materials earmarked for a new marketplace.” 340

In sum, the above case studies establish that cities vary widely in their attitudes towards data stewardship and their dedication of resources to building out programs that include all five components identified by Finch and Tene (in brief, adoption of privacy principles, the appointment of a privacy lead, risk management, vendor
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management and ethical review of AI programs). Moreover, some cities are quite inconsistent in their privacy awareness, depending on their desired goals. For example, New York City’s local laws protecting personal data held by city agencies is a model of data stewardship with its strong embrace of privacy principles and internal management programs using a risk-based approach. In sharp contrast, the LinkNYC broadband initiative allows a private firm to set the terms of engagement. While it may succeed in generating high revenues for the city while providing Wi-Fi access to a small number of residents, it scores a failing grade on all five components. Similarly, New York City wanted and got sharing economy data from the likes of Uber and Airbnb by relying on aggressive rulemaking that sparked lawsuits. But in the process, it almost completely disregarded data stewardship. Seattle and several other cities have experimented with alternative approaches to data stewardship by embracing the idea of data trusts, with Seattle demonstrating leadership by developing both the technical and legal aspects of such trusts. Finally, Toronto — a complex and ongoing saga of privacy in the smart city — offered a plan that matched up very nicely with the five components, in the sense that it checked every box. Toronto’s government, however, had to fall on its sword and withdraw much of its proposed plan when it became clear that the citizens of Toronto would not stand for a private firm setting its own rules for governing data in public (or quasi-public) spaces.

**IV. The Rhetoric of Barcelona: The Promise of a “Public” Smart City**

Critics of smart city solutions have pointed to the neoliberal turn around which municipalities have started to converge worldwide. The heart of the criticism goes into the very framing of the smart city concept, dominated by a logic of inevitability and an aura of a self-evidently progressive project. Can we reimagine the relationship between technology companies and cities in which technology is used for the benefit of citizens instead of big companies? In which Sidewalk Labs does not use the data from Quayside simply to perfect its AI but to build digital solutions that promote citizen participation, help personalize services, and de-bureaucratize national and local governments, all the while
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preserving privacy and creating a more enjoyable local environment that stimulates growth? A Spanish city in Europe — Barcelona — is now branding itself as the alternative smart city, one in which the municipality retains control over critical urban infrastructure and services.

Francisco Franco’s dictatorship in Spain in the 1940s–50s epitomized centralism. Thereafter, the resurgent Basque and Catalan nationalist movements were appeased with accentuating regionalism in the 1978 Spanish Constitution — a move toward “non-institutional federalism” that was based on the territorial division of the country into 17 autonomous communities. By 2012, half of the Spanish state spending was managed at a regional and municipal level, whilst these two tiers of government also employed 70% of all state employees. Municipal governments were given wide responsibilities in areas as broad as land use, public utilities, sport, transportation, and even childcare. Total local public expenditure tripled during the years of economic expansion, that is, between 1993 and 2009. However, after a pan-European financial crisis, in 2010, the Spanish model of deep decentralization came under severe pressure. The initial reaction to the 2009 financial crisis of the Spanish government was to draw up an expansionist program of €25 billion. The program, known as “Plan E,” involved funding projects that were to be carried out by local governments, including small to medium investments in infrastructure and other specific policies like technological development. However, in May 2010, the central government adopted a strict economic stability package in close adherence to the criteria laid down by the European economic authorities. This program sought to cut public debt from 9.2% of GDP in 2010 to just 3% by 2013 and incorporated a wide range of austerity measures that hit especially hard the local governments in Spain.

344. Id.
346. Id. at 103.
347. Id. at 100.
It is against this background that in 2015 Barcelona — the capital of Catalonia and the second-largest city in the country — elected a mayor with a radically progressive agenda centered around the principle of data sovereignty. Ada Colau ran her first election campaign with slogans on the re-municipalization of water and energy, social housing, and promises about turning Barcelona into a commons-based digital city built from the bottom-up. The Mayor’s Committee on Digital Innovation came up with a Digital Plan, putting emphasis on data ownership by the city, open-source code, and the publication of a technology procurement handbook that specifies contractual clauses mandating ethical standards — fostering a culture of transparency that encourages whistleblowers against corruption and crowdsourcing of ideas for dealing with urban problems. Francesca Bria, Barcelona’s Chief Digital Officer, has been called “the Robin Hood of data.” Bria is also heading a European-funded pilot project called DECODE (Decentralised Citizen-Owned Data Ecosystems).

Although privacy and data protection are enshrined as separate human rights both on the level of European law and in the Spanish Constitution, they have not been central to Barcelona’s vision of data sovereignty. The newly enacted European statutory framework that could potentially challenge the commodification of data — the GDPR — allows the processing of personal data only when under a
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352. See generally Charter of Fundamental Rights of the European Union, art. 7 & 8, 2012 O.J. (C 326/02); see also Case C-293/12 & Case C-594/12, Digital Rights Ireland Ltd. v. Minister for Communications, 2014 EUR-Lex CELEX LEXIS 238; Case C-131/12, Google Spain v. Agencia Española de Protección de Datos (AEPD), 2014 EUR-Lex CELEX LEXIS 317; Case C-362/14, Maximillian Schrems v. Data Protection Commissioner, 2015 EUR-Lex CELEX LEXIS 650.
legitimate basis. Furthermore, smart city business models that rely on consent as a default legal basis (such as LinkNYC or Quayside to some extent) may run into trouble given the high bar the GDPR places on establishing that consent is valid. 354 For example, most recently, the German Federal Cartel Office (FCO) — the country’s antitrust watchdog — partnered with data protection authorities in other European countries to raise a legal challenge against Facebook for abuse of its dominant position. The FCO claimed that the all-embracing consent sought from Facebook users for the collection of their personal data through third-party websites and applications that are embedded in Facebook’s interface (e.g., through its “Like,” “Share,” and “Login” buttons) did not meet the criteria for informed consent because users were not made aware of the extent of Facebook’s data-sharing practices.355 Moreover, in 2019 on data protection grounds alone, in France, Google was fined €50 million for breaching the GDPR requirements of “informed,” “specific,” and “unambiguous” consent in providing personalized advertisements.356 At a recent conference, however, instead of referring to the GDPR, Bria emphasized the advent of blockchain technology for ensuring the privacy of Barcelona’s residents who contribute their personal data to the city’s data commons.357 The statement chimes in with recent academic interpretations that place blockchain technology outside the scope of the GDPR.358 Future reliance on blockchain for the rollout of smart city applications in Europe might thus mean that, in spite of its differentiating rhetoric, the “European” data stewardship model exemplified by Barcelona is, in fact, steadily converging with North American data practices in the urban context.

In many ways, Europe and North America “remain two worlds apart because of their very different understandings of the role that the public and the private sector should play in society.”359 Since
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Europeans place their trust in the public sector, a narrative centered around public data ownership seems intuitively appealing to European sensitivities, and in Spain, it was also embedded into the discourse of local anti-austerity opposition. However, in June 2019, Barcelona’s Mayor Colau was very narrowly reelected, and it remains to be seen to what extent she can keep up with her bold electoral promises and go beyond the rhetoric of Barcelona as a “neoliberal city with a human face.” The idea of advancing public interest goals through procurement seems well-intentioned, although achieving purely public ownership of data generated through the use of devices supplied by private companies might prove difficult. Moreover, much like the synchronized action of state and city actors in the United States that has a better chance of achieving regulatory experimentation, the interlocking nature of Spain’s “non-institutional” federalism makes coordination and close cooperation between the regional, provincial and municipal level essential. With independence and nationalist demands (mostly in rural Catalonia but increasingly spreading also in Barcelona) clashing with the urban agenda of Colau, the actual outcome of the data sovereignty brand remains unsure.

**CONCLUSION**

Urbanization is here to stay, and so is the growing interest in the City. Jane Jacob’s evergreen account of organic urban development remains relevant in the era of technology-driven datafication: “[C]ities may fairly be called natural economic generators of diversity and natural economic incubators of new enterprises[.]” Privacy, broadly conceptualized, becomes an intrinsic part of a global city’s identity as it intersects with the social capital that characterizes big cities — diversity and economic growth. This Article has sought to blend insights from the literature on global cities, American federalism, and localism studies, as well as on smart cities and privacy


361. In 2017, the Spanish Constitutional Court declared unconstitutional a referendum law on independence in Catalonia, spurring a crisis that continues to this day. See S.T.C., Oct. 17, 2017 (No. 4334) (Spain), https://www.tribunalconstitucional.es/ResolucionesTraducidas/Ley%20referendum%20ENGLISH.pdf [https://perma.cc/DB3S-TJVY]; see also David Gardner, Autonomy Under Fire, FIN. TIMES (Aug. 16, 2012), https://www.ft.com/content/00d27e14-e63a-11e1-ac5f-00144feab49a [https://perma.cc/HP7Y-8ERJ] (detailing Catalonia’s demands for fiscal autonomy in the wake of the central government’s then austerity measures).

362. Jacobs, supra note 6, at 148.
First, cities use their legal arsenal to litigate under federal, state, or city law in order to protect the personal information of their city dwellers in a variety of contexts ranging from political participation to consumer protection. Regardless of whether such experiments turn out to be successful — and they sometimes may well be — cities’ privacy activism, likely amplified by the stance of their states, may serve as a trigger for bipartisan policy debates and a catalyst for enforcement. Second, regarding technology’s courtship with the city, privacy may be respected to a certain degree by local agencies, but privacy concerns increasingly give way to open data practices worldwide. Privacy is also not a priority in emerging new business models that monetize data and are facilitated through contract law. But big cities can and should leverage their existing powers to push hard for privacy-by-design in public procurement projects that may jumpstart the market in privacy-preserving “smart” systems. Yet what we observe across the board in large, cosmopolitan North American cities is a tendency toward data stewardship with a wide spectrum of approaches.

As data stewards, cities sometimes abdicate public power and control over public spaces, behaving more like a commercial actor. Toronto’s Quayside project is a harbinger of what we might be seeing more often, albeit to a varying degree, across U.S. cities and elsewhere. Surely the very nature of public spaces — open and accessible to all, without a fee, without government restriction on speech and assembly other than reasonable time, place, manner restrictions, available for community and not privately owned — seems to dictate that public authorities should oversee public spaces. As we have seen, however, instead of relying on their police powers as regulators of local-level broadband, housing, and transportation services, some city governments either negotiate data-sharing agreements that may bring them direct revenues or try to deal with street-level problems through collecting ever more data. Privacy issues in such cases need to be treated with caution and, in any case,

with an eye toward greater proportionality. On the one hand, regulation through data cannot be left unchecked against the Constitution. On the other, it would be unwise to see the Fourth Amendment take a Lochner-like turn much like the First Amendment arguably has done. In Europe, conversely, a different cultural understanding of the role of the public over the private sector seems to be the defining factor for the relationship between cities and technology firms. To some extent, the robust privacy framework enacted at a higher level of government (otherwise present in Canada as well), but mostly the entrenched conviction of preference for public ownership over public spaces, drives rhetoric on data sovereignty spearheaded by Barcelona. However, since technology firms can gain control over a public infrastructure not only through procurement but also over the duration of projects, it remains to be seen whether the promise of Barcelona for a publicly structured smart city will remain merely rhetorical.

Finally, consistent with the ideal of local autonomy and assuming cities can exceed a certain constitutionally protected threshold of privacy interests, cities may choose where to locate themselves on the sliding scale between privacy activism and data stewardship. Will we see citizens instead of businesses “vote with their feet,” choosing to live in cities with less privacy but more autonomous cars and security cameras? Or will the trend of local politicking and the predominance of Voice over Exit signal that more frequent local mobilization can change policies, as with San Franciscans, which recently banned the use of facial recognition by the local police force in their city, or what may soon occur in Toronto? Changes might be underway.

366. See generally Schragger, supra note 28. The reference is to the classic work in federalism debates: Albert Hirschman, Exit, Voice and Loyalty: Responses to Decline in Firms, Organizations, and States (1972) (explaining how “Voice” can be understood as the effort of the community to share concerns and fight to shape policies on the local level whereas “Exit” signifies a decision to leave).