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ABSTRACT

In today’s digital public sphere, individuals have little choice but to participate on online platforms, whose design choices shape what is possible, content policies influence what is permissible, and personalization algorithms determine what is visible. Ensuring that online content moderation is aligned with the public interest has emerged as one of the most pressing challenges for freedom of expression in the twenty-first century. Taking this challenge as its focus, this Article examines the promise and pitfalls of a human rights-based approach to content moderation—with a specific focus on the choices and challenges that online platforms are likely to confront in adhering to their corporate responsibility to respect human rights in this context. The Article examines three dimensions of a human rights-based approach to platform moderation in particular: a substantive dimension, encompassing the alignment of content moderation rules with international human rights law; a process dimension, encompassing the standards of transparency and oversight that platforms should implement as part of their human
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rights due diligence processes; and a procedural-remedial dimension, encompassing the procedural guarantees and remediation mechanisms that platforms should integrate within their systems of content moderation. The Article concludes by reflecting on some of the limits of the human rights-based approach and cautioning against viewing human rights as a panacea.
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I. INTRODUCTION

The online platform revolution—like the digital revolution from which it emerged—has altered the social conditions of speech. By lowering the cost of generating and sharing information, whilst expanding and diversifying access to both content and conversation, online platforms have created unprecedented possibilities for widespread cultural participation and interaction. At the same time, platforms have also established and enabled new methods of control which serve to both limit and shape what users see and hear on a daily basis.

Until recently, online platforms were inclined to disavow the extent to which they govern speech. Yet, platforms have always been active moderators of online content, with today’s largest platforms such as Facebook and YouTube, exerting considerable influence over public discourse around the world. When moderating their sites, online platforms generally perform two functions: first, as content gatekeepers, platforms determine which categories of content are allowed and prohibited on their
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3. Gillespie, Custodians of the Internet: Platforms, Content Moderation, and the Hidden Decisions that Shape Social Media 18 (2018). See also York and Zuckerman, ‘Moderating the Public Sphere’, in Jørgensen (ed), HUMAN RIGHTS IN THE AGE OF PLATFORMS (2019) 137, at 140 (referring to “the concepts of hard control – a platform’s authority over what can be published online – and soft control – a platform’s authority over what we are likely to see, and what is deprioritized in algorithms that govern a user’s views of posts on the network”) (emphasis in original).
sites; and second, as content organizers, platforms individualize the experiences of their users, highlighting some content over others, through algorithmic personalization.

As the digital public sphere has become increasingly concentrated in the hands of a small number of online platforms, concerns have grown that platform moderation is being driven to a significant extent by corporate imperatives for growth and profit at the expense of the public interest. At the same time, a spate of high-profile controversies, including Russia’s cyber influence operation on the 2016 US presidential election and the use of online platforms by members of the Myanmar military as part of the government’s campaign of mass violence against the Rohingya, have awakened the public to the potential for platforms to be used to disrupt elections, spread hate and disinformation, and inspire deadly atrocities around the globe.

In this climate, the pertinent challenge has become to identify a way to re-align the private incentives of platform governance with the broader public interest. In a report published in April 2018, the UN Special Rapporteur on Freedom of Expression, David Kaye, charted one possible path forward. Kaye’s report set out “a framework for the moderation of user-generated online content that puts human rights at the very centre.” According to Kaye, human rights principles can enable online platforms “to create an inclusive environment that accommodates the varied needs and interests of their users while establishing predictable and

---

9. Id.
consistent baseline standards of behaviour.” To this end, Kaye recommends that platforms “should recognize that the authoritative global standard for ensuring freedom of expression on their platforms is human rights law [...] [and] re-evaluate their content standards accordingly.”

Building on the foundations of David Kaye’s report, the Article examines the promise and pitfalls of a human rights-based approach to platform moderation—with a specific focus on the choices and challenges that online platforms are likely to confront in adhering to their corporate responsibility to respect human rights in this context. To this end, this Article proceeds in three parts. The Article begins by outlining the current practice of platform moderation, illuminating the mechanics of content moderation, the different influences that shape moderation policies and processes, and the concerns that have been raised about how moderation is conducted by online platforms in practice (Part II). The Article then turns to examine the promise and pitfalls of applying a human rights-based approach to help alleviate such concerns (Part III). The Article examines three dimensions of a human rights-based approach to platform moderation in particular: a substantive dimension, encompassing the alignment of content moderation rules with international human rights law; a process dimension, encompassing the standards of transparency and oversight that platforms should implement as part of their human rights due diligence processes; and a procedural-remedial dimension, encompassing the procedural guarantees and remediation mechanisms that platforms should integrate within their systems of content moderation. The Article concludes by reflecting on some of the limits of the human rights-based approach and cautioning against viewing human rights as a panacea (Part IV).

II. THE PRACTICE OF PLATFORM MODERATION

Over the course of the past decade, the growing indispensability of accessing and participating in online discourse has been paired with an increasing concentration of power and control over the Internet’s content layer in the hands of a small
number of private online platforms. In today’s digital public sphere, individuals have little choice but to participate on these platforms, whose design choices shape what is possible, content policies influence what is permissible, and personalization algorithms determine what is visible. By establishing and enforcing rules of private governance that moderate how ideas and information are exchanged online, today’s largest platforms have emerged as “governors of online speech,” “custodians of the public sphere,” and “stewards of public culture.”

This Part begins by defining the core characteristics of platforms and explaining the mechanics of content moderation (Section A). The section then turns to identify the different factors that influence how platforms moderate online content (Section B), before revealing some of the concerns that platform moderation has given rise to in practice (Section C).

A. Defining Platforms and Content Moderation

The term platform is notoriously vague and ambiguous. To some extent this is because the term tends to vary depending on the context in which it is deployed. The term’s elusiveness is also part of its appeal. A wide range of companies have designated themselves as platforms in an attempt to appear neutral and evade regulatory scrutiny. In an effort to elucidate the meaning of the term, the Article relies on the definition recently elaborated by Tarleton Gillespie, who refers to platforms as online sites and services that “host, organize, and circulate users’ shared content or social interactions for them,” without having produced the bulk of

that content themselves, built on an infrastructure for processing data for a range of different purposes including the generation of profit, and which “moderate the content and activity of users.”

Within the broad parameters of this definition, platforms vary significantly in terms of their functions (e.g., social network sites like Facebook, microblogging providers like Twitter, and video-sharing sites like YouTube), business models (e.g., different types of advertising and subscription-based monetization methods), and size (e.g., in terms of the number and geographical spread of their users and employees). Moreover, platforms are not static, evolving over time to develop new uses, sources of revenue, and communities of users.

Yet, despite their diversity, it is the final element of the definition—content moderation—which constitutes the indispensable and definitional part of what platforms do. In practice, online platforms emerged to simplify the process of navigating the abundance of information available in the digital public sphere. As Gillespie explains, “[t]hough part of the web, [...] platforms promise to rise above it, by offering a better experience of all this information and sociality: curated, organized, archived, and moderated.” It is for this reason that “moderation is, in many ways, the commodity that platforms offer.” Without moderation, platforms would be unable to shape user participation into the “right” kind of online experience. “Right,” Gillespie observes, “may mean ethical, legal, and healthy, but it also means whatever will promote engagement, increase ad revenue, and facilitate data collection.”

21 Gillespie, supra note 3, at 18-21.
22 Caplan, supra note 20, at 8-13; see also OECD, An Introduction to Online Platforms and their Role in the Digital Transformation (OECD, 2019).
24 Gillespie, supra note 3, at 21.
25 Id. at 13.
26 Id. (emphasis in original).
27 Gillespie, supra note 18, at 202.
28 Id.
In practice, platform moderation is operationalized through rules of private governance. Some of these rules are implicit, expressed in the code and algorithms that influence the types of social interactions that are possible on a platform, as well as how content is organized, promoted and presented to users—processes that amount to forms of “architectural regulation.”

Other rules are explicit, such as those documented in public-facing platform community standards and terms of service, as well as non-public internal moderation guidelines. Through these documents, which are subject to continual update and revision, platforms establish restrictions on a range of categories of content—most commonly hate speech, graphic or violent content, sexual content, harassment, copyright, and illegal activity—the interpretation and enforcement of which contribute to a body of “platform law.”

Importantly, the explicit rules of platform governance are enforced through recourse to a range of moderation techniques. For certain types of content, moderation occurs prior to publication (ex ante moderation). A picture-recognition technology called PhotoDNA, for example, relies upon digital fingerprints (hashes) to automatically detect and prevent the upload of known images of child exploitation. Similarly, Content ID, a technology developed by YouTube, scans uploaded content against a database of content provided by copyright owners, who can decide to block, monetize or track content containing their work.
Moderation also occurs after content has already been published (ex post moderation). Relying on a combination of community and automated flagging to detect potentially impermissible content, ex post review may be conducted automatically by software and/or manually by human moderators. Facebook, for example, recently confirmed that the platform uses machine learning to assess content that may signal support for the Islamic State of Iraq and Syria (“ISIS”) or al-Qaeda, producing a score indicating how likely it is that a post violates the platform’s counterterrorism policies. Facebook automatically removes posts where the tool’s confidence level indicates that its decision will be more accurate than human reviewers. For all other posts, the score system enables Facebook’s team of human moderators to prioritize reviewing content that receives the highest scores.

In practice, the precise combination of techniques relied upon as well as the organizational structure of content moderation tend to vary depending on a range of factors including the function, size, resources and policies of the platform. Robyn Caplan, for example, distinguishes three major approaches to platform moderation: artisanal approaches, involving smaller-scale case-by-case review of content by teams of between 5 and 200 human moderators (e.g., Medium); community-reliant approaches, which typically combine overarching policy decisions by a small team of company employees with a larger group of volunteer human reviewers (e.g., Reddit); and industrial approaches, which typically rely upon large-scale bureaucracies of tens of thousands of human reviewers to enforce community standards that are defined by separate policy teams (e.g., Facebook).

Importantly, the techniques and organizational structures of content moderation are not neutral but affect how content is reviewed and which values are prioritized in the process. For example, whereas the hands-on approach of artisanal platforms generally enables greater sensitivity to context, the bureaucratized approach of industrial platforms tends to place greater emphasis

on the value of consistency. As the next section reveals, these organizational dynamics constitute just one of a broader range of factors that influence how platform moderation is conducted in practice.

B. Influences Over Platform Moderation

Platform moderation is not a static process but an ongoing negotiation between a plurality of actors, not only the various policy teams and moderators employed or contracted by the platforms themselves, but also user communities, governments, advertisers, mass media organizations, civil society groups, and academic experts. In other words, platforms do not moderate content in a vacuum but are subject to a range of pressures that feed into and shape the substance, processes and procedures of their content moderation policies. In practice, content moderation is driven by at least four sets of influences—corporate philosophy, regulatory compliance, profit maximization, and public outcry—each of which affects what is possible, permissible, and visible on online platforms.

1. Corporate Philosophy

Platform moderation is at least partially shaped by corporate philosophy. Different platforms aim to provide unique products and services for their users. At the most general level, platforms tailor their architectures to ensure they are suitable for providing particular types of experiences—whether photo and video sharing on Instagram or microblogging on Twitter. At a more granular level, platforms operate more or less permissive speech policies depending on the particular environments they wish to nurture on their sites. These environments are typically grounded in particular corporate values which exert influence over how platforms moderate content on their sites in practice. Facebook, for example, places significant emphasis on “authenticity,” a value

38. Id.
40. See also Klonick, supra note 16, at 1625-27.
that informs a number of areas of its content moderation practices including its requirement that people that connect on the platform must use “the name that they go by in everyday life.”

Importantly, corporate philosophies tend not to be static but evolve over time. Twitter, for example, initially established a largely hands-off moderation policy, only intervening to moderate content in certain exceptional circumstances. Originally branding itself as “the free speech wing of the free speech party,” Twitter’s maximalist approach to freedom of expression ended up creating a toxic hunting ground for minority groups, who found themselves targeted by racists, misogynists and trolls simply for participating on the platform. As one commentator put it, “On Twitter abuse is not just a bug, but—to use the Silicon Valley term of art—a fundamental feature.”

Over time, however, Twitter has gradually instituted slightly more restrictive moderation policies on the premise that “freedom of expression means little as our underlying philosophy if we continue to allow voices to be silenced because they are afraid to speak up.” In practice, a platform’s corporate philosophy is important, not only as a means to develop the platform’s user base but also to satisfy the platform’s founders and employees, who will typically want to ensure that the company’s underlying mission and values are aligned with their own.
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45. GILLESPIE, supra note 3, at 47.
2. Regulatory Compliance

Beyond corporate philosophy, content moderation is also shaped by the need for platforms to comply with various forms of regulation—whether mandatory regulatory measures or more informal regulatory pressures. In terms of mandatory regulatory measures, states sometimes use their authority to order particular courses of action, for example, platform blocking orders restricting access to particular platforms or content restriction orders requiring the restriction of specific content. States also rely on a combination of content restriction laws and intermediary liability laws to influence the governance of speech on online platforms. Content restriction laws define categories of content that are illegal in particular domestic and regional contexts. In the European Union, for example, illegal content includes incitement to terrorism, xenophobic and racist speech that publicly incites hatred and violence, as well as child sexual abuse. Intermediary liability laws establish the conditions under which platforms may be held liable for illegal content generated by their users. Importantly, the scope and nature of content restriction and intermediary liability laws applicable in any given national context will generally affect how platforms moderate their sites. According to Daphne Keller, for example, experience with intermediary liability laws around the world suggests that legislation which lacks rigorous procedural safeguards, places monitoring obligations on companies to proactively police their platforms, defines the mental state required for liability in broad terms, and/or requires platforms to make context-dependent assessments concerning the legality of complex categories of content such as terrorist recruitment materials or propaganda, will generally result in higher rates of lawful content being removed from platforms through their moderation processes.

46. For a useful typology of different types of government action concerning the governance of content on online platforms, see generally Molly K. Land, Against Privatized Censorship: Proposals for Responsible Delegation, VIRGINIA J. OF INT’L’L. (forthcoming).
In addition to mandatory regulatory measures, various forms of informal regulatory pressure have also been exerted over the content moderation practices of platforms. Three forms of pressure have proven particularly prevalent in practice. First, special units have been established in certain jurisdictions to flag potentially illegal content to platforms for their voluntary evaluation against their terms of service. Europol, for example, has established an Internet Referral Unit ("IRU") with a mandate to refer terrorist and violent extremist content to online service providers for their voluntary review. Between July 2015 and December 2017, the IRU made 44,807 decisions for referral of terrorist content, with a removal success rate of ninety-two percent.50

Second, regulatory institutions have sometimes reached informal agreements with online platforms to establish particular standards in their content moderation practices and meet specific targets. For example, pursuant to the 2016 Code of Conduct on Countering Illegal Hate Speech Online agreed between the European Commission and Facebook, Microsoft, Twitter, and YouTube, participating companies committed to collaborate with "trusted reporters"—particularly civil society groups but in practice also specialized law enforcement departments who will notify platforms of the existence of illegal hate speech—review the majority of valid removal notifications in less than twenty-four hours, and remove or disable access to such content if found to violate their terms of service or national laws.51 In other instances, voluntary agreements have been reached with respect to content that is lawful but nonetheless deemed harmful or undesirable.52 In 2018, for example, the European Commission unveiled a Code of Practice on Online Disinformation, which establishes self-regulatory standards for social media platforms and the advertising industry to fight disinformation worldwide.53

Finally, content moderation practices have also been shaped by various forms of jawboning through public appeals for

50. EU Internet Referral Unit, Transparency Report 2017, at 5 (Sept 12, 2018).
platforms to alter their moderation processes and practices in particular ways or face the prospect of future regulation. Danielle Citron, for example, has examined the impact of “the shadow of threatened regulation” by the EU on the content moderation policies of online platforms. 54 In particular, the adoption by Facebook, Microsoft, Twitter and YouTube of a shared industry database of hashes for terrorist content appears to have been timed to diminish the prospect of future regulation that was feared might follow the European Commission’s critical review of their compliance with the Code of Conduct on Countering Illegal Hate Speech Online. 55

As this analysis indicates, a range of regulatory tools have been relied upon to incentivize online platforms to put in place systems of content moderation that meet particular requirements, standards, and targets. It is important to recognize, however, that not all governments have sufficient leverage to secure the attention and successfully ensure compliance of platforms with their regulatory demands—typically only those that control access to the most commercially valuable markets. 56

3. Profit Maximization

Since the digital public sphere is predominantly controlled by private platforms, content moderation is also influenced to a significant extent by the corporate imperative to maximize profits. Notably, many of today’s largest online platforms rely on a business model that involves the sale of human attention. As the cost of creating and distributing content has radically declined and the speed at which information can be disseminated has become


55. Citron, supra note 54, at 1048. On the concerns raised by opaque and unaccountable forms of collaboration between online platforms, see generally Douek, The Rise of Content Cartels, KNIGHT FIRST AMENDMENT INSTITUTE (2020).

supercharged, informational scarcity within the mass media public sphere has been superseded by what Tim Wu terms “attentional scarcity” within the digital public sphere. Drawing on their enormous social networks, major social media platforms such as Facebook and YouTube generate revenue and profits by monetizing the attention of their users.

Through a phenomenon that Shoshana Zuboff calls “surveillance capitalism,” many online platforms enable people to connect and communicate with each other around the world in exchange for surveilling their online expressions and behavior. In this context, surveillance is driven by a financial imperative: platforms collect large swaths of data in order to monetize it by selling targeted advertising. Using big data analytics, platforms develop highly specific and detailed digital dossiers about their users so that advertising can be narrowly tailored according to their demographics and inferred interests. Data collection also enables platforms to curate and present content to their users in ways that aim to improve engagement with their sites. Increasing user engagement is financially lucrative for online platforms: as users spend more time and attention on their sites, platforms can collect ever more behavioral data, improve their targeted advertising and engagement capabilities, and grow their advertising revenue.

59. Id.
60. See generally Shoshana Zuboff, Big Other: Surveillance Capitalism and the Prospects of an Information Civilization, 30 J. INFD. TECH. 75 (2015)
65. Balkin, supra note 61, at 3.
In terms of content moderation, surveillance capitalism incentivizes online platforms to moderate content in ways that aim to maximize both user engagement and advertising revenue on their platforms. In this vein, changes to content moderation policies have sometimes been driven by the demands of the advertising industry. In 2013, for example, Facebook updated its policy on sexually violent content after fifteen advertisers pulled their advertising in response to images that glorified rape and domestic violence appearing on the platform. In addition, content moderation has also been guided by the goal of increasing the engagement of users. This is particularly evident in the algorithmic personalization that many online platforms offer in an effort to keep users glued to their sites—a product of which has been the promotion of emotionally charged, extreme and inflammatory content.

Although profit is not the sole driver of content moderation on online platforms, over the years, it has become readily apparent that content moderation has become tied to a business model that incentivizes the maximization of user engagement, data surveillance, and targeted advertising for the generation of revenue and growth.

4. Public Outcry

Platform moderation can also be influenced by public outcry. In particular, when collective action by users, civil society groups, and/or members of the general public concerning particular moderation policies has been paired with significant media coverage and/or litigation, platforms have sometimes—though by no means always—been responsive to the concerns raised. A high-profile example that illustrates both the potential and limits of public collective action concerns the evolution of Facebook's moderation policy regarding breastfeeding photos. In 2008, Facebook became the target of an 80,000-plus protest by

---


angered mothers after breastfeeding photos were removed from its platform. 69 Initially, Facebook merely attempted to clarify rather than alter its policy. In 2009, the platform explained that it only intervened when a photo contained a fully exposed breast, citing concerns about allowing such photos on a site where the minimum age is 13-years-old. 70 In 2012, a second wave of protests and the leak of Facebook’s internal moderation guidelines garnered further press coverage around the issue. 71 However, protesters would ultimately have to wait until 2015 before Facebook finally yielded to pressure and updated its moderation rules, explaining that the platform would restrict some images of female breasts if they included the nipple but would “always allow photos of women actively engaged in breastfeeding or showing breasts with post-mastectomy scarring.” 72 The struggle against Facebook’s moderation policy on breastfeeding photos demonstrates how collective action can sometimes provoke changes in the rules of social media platforms. At the same time, the episode also reveals that significant media coverage and protests spanning a number of years may be required before a platform is willing to implement even slight alterations to its policies.

C. Concerns Over Platform Moderation

Although subject to a range of external pressures, major online platforms such as Facebook and YouTube wield enormous influence over the digital public sphere, acting as a gateway for information and expression around the world. Initially emerging as a means to tame the disorder of the open web, today’s largest online platforms have gradually developed increasingly intricate systems of moderation that influence what is possible, permissible, and visible online. In practice, however, platform moderation

70. GILLESPIE, supra note 3, at 160.
71. Id. at 162ff.
policies have given rise to a range of substantive, process, and procedural-remedial concerns.  

1. Substantive Concerns

In terms of substantive concerns, online platforms have often found themselves on the receiving end of criticism for adopting content standards that are deemed either too restrictive or too permissive. Given the size and diversity of the communities on today’s leading online platforms, criticism of content permissibility standards is to some extent inevitable. At the same time, platforms have often appeared inattentive or indifferent to the trade-offs involved in the policies they adopt.

Facebook, for example, has been criticized for failing to carefully consider the implications of the platform’s authentic name requirement. Ostensibly aimed at protecting users from online harassment, the policy—which initially required users to use their legal names on the platform—has proven culturally biased and hazardous for groups as diverse as drag queens, human rights activists, victims of crime, and minority groups that rely on pseudonyms to protect themselves from physical harm and danger. In addition, when combined with Facebook’s community flagging system, the policy has also facilitated “organised reporting sprees” against political activists and other vulnerable groups—effectively enabling forms of abuse that the policy was designed to deter.

Beyond the relative restrictiveness of content standards, concerns have also arisen that the imprecision and ambiguity of many moderation rules can render them vulnerable to censorship.

73. See generally Gillespie, supra note 3; Zeynep Tufekci, Twitter and Tear Gas: The Power and Fragility of Networked Protest 132-64 (2017); Siva Vaidhyanathan, Anti-Social Media: How Facebook Disconnects Us and Undermines Democracy (2018); Mike Godwin, The Splinters of Our Discontent: How to Fix Social Media and Democracy Without Breaking Them (2019); David Kaye, Speech Police: The Global Struggle to Govern the Internet (2019).


creep, inconsistent application, and discriminatory enforcement. David Kaye, for example, has recently observed that the vagueness of platform hate speech and harassment policies “has triggered complaints of inconsistent policy enforcement that penalizes minorities while reinforcing the status of dominant or powerful groups.” Inconsistent application of moderation rules may also be exacerbated by the time and resource constraints placed on human moderators, as well as their lack of knowledge about the specific linguistic and cultural contexts in which content is shared.

Inadequate sensitivity to local contexts in the formulation, application and enforcement of moderation rules can leave platforms open to instrumentalization for the spread of hate speech and disinformation, with the attendant risk of triggering or fueling offline discrimination and violence. The Independent International Fact-Finding Mission on Myanmar, for example, recently concluded that death threats, incitement to violence and discrimination, and online harassment against the Rohingya minority group had become “common features” on social media platforms in Myanmar, with Facebook, in particular, emerging as “a useful instrument for those seeking to spread hate in a context where for most users Facebook is the Internet.”

78. See Kaye Content Moderation Report, supra note 10, at 11.
In recent years, automation and algorithmic technologies have increasingly been touted as possible solutions to the challenges of inconsistent application of content moderation rules. At present, however, such tools remain no substitute for human judgment, particularly where detailed assessments of context are required. As Daphne Keller explains, “no reputable experts suggest that filters are good enough to be put in charge of deciding what is illegal in the first place,” their function currently limited to identifying “duplicates of specific material that a human previously flagged.” And even then, the risk remains that algorithmic decision-making may be grounded in datasets that are based on discriminatory assumptions, generating inbuilt biases that are difficult to detect and risk marginalizing and disproportionately targeting minority groups. Importantly, moderation biases are not without consequence, potentially triggering feelings of alienation, frustration, and moral outrage within individuals and communities whose content is erroneously removed or restricted.


 81. See, e.g., Tackling Illegal Content Online, supra note 48, at 12-13, 19 (encouraging the use of automatic detection and filtering technologies).


2. Process Concerns

Beyond substantive concerns, a number of process concerns have also been raised, centered on issues relating to platform transparency and oversight, as well as the engagement of platforms with different stakeholders. In terms of platform transparency and oversight, ever since Google released its first transparency report in 2010, the number of companies producing such reports has increased year-on-year.\textsuperscript{86} To date, however, the level of detail contained in transparency reports has proven both variable and inadequate. Ranking Digital Rights' \textit{2018 Corporate Accountability Index}, for example, found serious deficiencies in the quality of information disclosed by companies with respect to the volume and nature of content and accounts removed or restricted for violating platform terms of service, the processes used by platforms to identify violations including whether priority consideration is given to flagging by governments or private individuals, and the number and nature of government and private requests to restrict content or accounts received via formal or official channels.\textsuperscript{87}

Inadequacies in platform transparency reports are illustrative of what Sarah Roberts has referred to as a "logic of opacity" that pervades content moderation processes.\textsuperscript{88} For instance, platforms have typically been reluctant to reveal details about the human workforce that undertakes platform moderation, including the nature of their work, the stressful conditions under which they review content, and significant shortcomings in the support they receive.\textsuperscript{89} The logic of opacity also extends to algorithmic decision-making within platform moderation processes. Dia Kayyali, for example, argues that platforms have generally fallen short of


\textsuperscript{89} See generally Sarah T. Roberts, \textit{Behind the Screen: Content Moderation in the Shadows of Social Media} (2019).
providing “the most basic assurances of algorithmic accountability or transparency, such as accuracy, explainability, fairness, and auditability.”

Transparency concerns have also been raised with respect to platform advertising practices. Platforms market their advertising services as enabling advertisers to reach not only larger but also more targeted audiences according to a range of demographic and inferred characteristics. However, controversies surrounding the 2016 US presidential election and the UK Brexit referendum, for example, have brought to light the potential for these services to be repurposed by political actors in an effort to tailor and target messages at narrow categories of prospective voters in ways that may be corrosive to democracy.

In addition to inadequate transparency and oversight, concerns have also arisen over the processes that social media companies have established to manage stakeholder engagement. For example, online platforms have been criticized for adopting a piecemeal approach to resisting repressive regulatory arrangements with States. Of particular concern are informal forms of cooperation that have been established between platforms and law enforcement agencies, which encourage platforms to respond to removal requests within narrow timeframes by evaluating compliance with their terms of service. Such schemes not only incentivize platforms to sacrifice thoughtful deliberation in favor of speed but also circumvent the rule of law by enabling States to avoid seeking the removal of illegal content through formal legal avenues such as domestic courts. In addition, where such arrangements are based on inadequately defined terms such as “hate speech,” they may serve as pretexts for


91. For a skeptical view, see Benkler, Faris, & Roberts, supra note 7, at 276-79.

92. See generally Vaidhyanathan, supra note 73, at 146-74.

governments to request platforms to suppress legitimate debate.\textsuperscript{94} And by leveraging platforms’ own terms of service—which are typically drafted to apply globally—as proxies for illegality, States can also use these types of arrangements to ensure that content is removed worldwide rather than merely on a country-by-country basis.\textsuperscript{95}

Beyond concerns over their relationships with States, platforms have also failed to put in place structured systems for engaging with their users and other relevant stakeholders. As a result, the responsiveness of platforms to concerns raised about their content moderation policies has been somewhat inconsistent. Twitter, for example, has relied on the subjective notion of “newsworthiness” to explain why many of US President Donald Trump’s most controversial tweets have not been removed from its platform despite seemingly contravening its terms of service.\textsuperscript{96} Meanwhile, Facebook only saw fit to re-instate a famous and historical photo of a nine-year-old Vietnamese girl running naked following a napalm attack once the editor and CEO of a major Norwegian newspaper wrote a letter in protest.\textsuperscript{97} These examples suggest that platforms may be susceptible to giving preferential treatment in their content moderation practices to those with public influence or financial power.\textsuperscript{98}


\textsuperscript{95} Hannah Bloch-Wehba, Terrorist Speech and Global Platform Governance, Balkinization (Aug. 22, 2018), https://balkin.blogspot.com/2018/08/terrorist-speech-and-global-platform.html [https://perma.cc/R8WU-693U]; see also Citron, supra note 54, at 1056-57 (describing how the shared industry database of violent terrorist content “has the potential to blacklist content across the world”); Douek, supra note 55, at 23-31 (outlining how informal and opaque forms of collaboration between platforms may exacerbate existing concerns with content moderation practices by compounding accountability deficits, creating a false patina of legitimacy for their decisions, augmenting the power of the largest platforms, and suggesting a false consensus on where lines should be drawn regarding online speech governance).


\textsuperscript{97} Klonick, supra note 16, at 1654-55.

Failures to adequately consult relevant stakeholders over platform moderation policies can also generate avoidable errors. In 2017, for example, YouTube’s adoption of a new machine-learning algorithm designed to monitor extremist content resulted in the platform removing hundreds of thousands of channels and videos documenting the civil war in Syria, including content that is of potentially significant value to human rights investigators. While the platform subsequently worked closely with human rights groups to restore some of this content, its ad hoc restoration process was itself criticized for favoring groups and individuals in Europe and the United States with closer ties to the platform. Both the erroneous removal of content and biases in the restoration process could arguably have been avoided or at the very least mitigated had YouTube consulted more widely with relevant civil society groups in advance before changing its moderation processes.

3. Procedural-Remedial Concerns

Finally, platform moderation policies have also proven procedurally and remedially deficient in a number of respects. Concerns include inadequate user notification that content has been removed or flagged, or an account penalized, insufficient notification of the reasons for such actions, limited appeals processes, and untimely and insufficient remedies for wrongful removals. These issues are all the more pressing given that platform moderation effectively amounts to a new privatized and digital form of prior restraint over public speech. As Jack Balkin explains, platform practices of blocking and removal generally occur “without any judicial determination of whether their speech is protected or unprotected, without any Bill of Rights protections,
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without any due process rights to a hearing before the action is taken, or indeed, without any obligation to consider and resolve end-user objections promptly.” 102

III. THE PROMISE AND PITFALLS OF A HUMAN RIGHTS-BASED APPROACH TO PLATFORM MODERATION

As anxieties over platform moderation have risen sharply in recent years, online platforms have begun to open up about the substance, processes, and procedures of their content moderation policies and to acknowledge the importance of taking an expanded view of their responsibilities. 103 Accompanying this shift in tone, today’s largest platforms have also begun to hint at the influence of human rights law within their moderation processes. 104 Facebook’s Vice-President of Policy Solutions, for example, recently confirmed that the platform’s moderation teams already “look for guidance in documents like Article 19 of the International Covenant on Civil and Political Rights” (“ICCPR”) in determining where to draw the line on freedom of expression with respect to user content. 105 The company also revealed that it “look[s] to international human rights standards” to determine whether the content that would otherwise violate the platform’s community standards should be allowed because it is newsworthy and in the public interest. 106 Beyond Facebook, Twitter CEO Jack Dorsey has

104. See generally Rikke Frank Jørgensen, Rights Talk: In the Kingdom of Online Giants, in HUMAN RIGHTS IN THE AGE OF PLATFORMS 163 (2019) (on the different narratives related to online platforms’ commitment to respect human rights).
also acknowledged that his company’s values should be rooted in human rights law.\textsuperscript{107}

Whether these views signal the beginnings of a more general turn towards a human rights-based approach to content moderation remains to be seen. In any case, momentum is clearly building in support of such an approach.\textsuperscript{108} Beyond David Kaye’s landmark report mentioned in the introduction to the Article, a human rights-based approach to platform moderation has received the support of a growing number of civil society actors,\textsuperscript{109} whilst references to human rights have also begun to appear in a number of statements and regulatory initiatives concerning online speech governance supported by States.\textsuperscript{110}

Against this background, this section begins by defining the contours of a human rights-based approach and explaining its value and limitations in the platform moderation context (Section A). The section then turns to elaborate some of the choices and challenges that platforms are likely to confront in operationalizing a human rights-based approach, focusing in particular on the substantive (Section B), process-related (Section C), and procedural-remedial (Section D) dimensions of content moderation. The aim is to illuminate both the promise and the pitfalls of a human rights-based approach to platform moderation.

\textsuperscript{107} Jack Dorsey Twitter (August 10, 2018), accessible here [https://perma.cc/A297-PPMA].


\textsuperscript{110} See, e.g., Christchurch Call to Eliminate Terrorist & Violent Extremist Content Online, https://www.christchurchcall.com/ [https://perma.cc/UE4Q-X9YT] (last visited Feb. 14, 202) (“All action on this issue must be consistent with principles of a free, open and secure internet, without compromising human rights and fundamental freedoms, including freedom of expression”); and French Interim Report, supra note 23, at 19 (“the objectives of the regulatory system must be to defend the exercise of all rights and freedoms on social media platforms”).
A. Defining a Human Rights-Based Approach to Platform Moderation

The starting point for defining a human rights-based approach to platform moderation is the United Nations’ Guiding Principles on Business and Human Rights (“UNGP”).\textsuperscript{111} The UNGP elaborates a three-pillar framework, generally referred to as “Protect, Respect and Remedy,” whose purpose is to prevent, mitigate and redress business-related human rights abuses.\textsuperscript{112} The first pillar outlines the State duty to protect against human rights abuses within their territory and/or jurisdiction by third parties, including business enterprises. The second pillar elaborates the corporate responsibility to ‘respect’ human rights by avoiding infringing on the human rights of others and addressing adverse human rights impacts with which they are involved. The third pillar addresses the responsibilities of States and businesses to ensure victims have adequate access to remedies.\textsuperscript{113}

Although the UNGP framework encompasses both State obligations and corporate responsibilities, the focus of the Article is on the latter. The corporate responsibility to respect constitutes a non-binding “global standard of expected conduct” applicable to business enterprises, which exists independently of States’ abilities and/or willingness to fulfill their own human rights obligations.\textsuperscript{114} In particular, businesses are expected to “avoid causing or contributing to adverse human rights impacts through their own activities, and address such impacts when they occur,” as well as “seek to prevent or mitigate adverse human rights impacts that are directly linked to their operations, products or services by their business relationships, even if they have not contributed to those impacts.”\textsuperscript{115} As such, the corporate responsibility to respect stems from both a social expectation, sometimes referred to as a company’s “social licence to operate.”\textsuperscript{116}

\textsuperscript{112} \textit{Id.} at 4.
\textsuperscript{113} \textit{Id.}
\textsuperscript{114} UNGP, annex para. 11.
\textsuperscript{115} UNGP, annex para. 13.
as well as the existence of a link between a company’s activities and adverse human rights impacts.

While some human rights may be at greater risk and therefore require heightened attention in particular industries or contexts, the responsibility to respect applies to all human rights on the basis that “business enterprises can have an impact—directly or indirectly—on virtually the entire spectrum of these rights.” The responsibility to respect also applies to all business enterprises “regardless of their size, sector, operational context, ownership and structure.”

A frequently aired concern is that the corporate responsibility to respect may risk over-burdening profit-driven companies and chilling innovation. Under the UNGP framework, however, the scale and complexity of the means through which businesses meet their responsibility to respect may vary according to the size, sector, operational context, ownership and structure, as well as the severity of an enterprise’s adverse human rights impacts judged according to their “scale, scope and irremediable character.” Moreover, as Emily Laidlaw has explained, while operationalizing the corporate responsibility to respect inevitably entails a degree of market disruption in order to realign business conduct along human rights-compatible terms, the aim is “to narrowly tailor the obligations to minimize disruption beyond the intended purpose of encouraging human rights compliance.”

1. The Value of a Human Rights-Based Approach to Platform Moderation

Applied to the specific context of online platform moderation, the value of a human rights-based approach is threefold. First, a human rights-based approach provides online platforms with an organizing framework to transform their predominantly ad hoc and reactive approaches to the development of platform moderation policies towards a more principled and structured approach. To satisfy their responsibility to respect

117. UNGP, annex para. 12.
118. Id. Principle 14 & Commentary.
119. LAIDLAW supra note 4, at 242 (critiquing this concern).
120. UNGP, Principle 14 & Commentary.
121. LAIDLAW, supra note 4, at 242.
122. See SIZOR, supra note 108, at 173.
human rights, online platforms are expected to put in place a range of policies, processes and procedures appropriate to their size and circumstances, which should include at a minimum: a high-level policy commitment to meet their responsibility to respect human rights; a human rights due diligence process that identifies, prevents, mitigates and accounts for actual and potential human rights impacts of their activities; verification of whether adverse human rights impacts are being addressed by tracking the effectiveness of company responses, whilst communicating relevant policies and processes externally to affected stakeholders; and appropriate remediation of any adverse human rights impacts they cause or to which they contribute. In this way, a human rights-based approach offers a structured methodology for approaching the development of platform moderation systems, as well as guidance concerning the types of measures through which the responsibility to respect can be operationalized in practice.

Second, a human rights-based approach also provides platforms with the tools to assess the actual and potential human rights impacts of their platform moderation rules, processes, and procedures holistically, spanning their conception, design, and testing, their deployment in different contexts, and their ongoing monitoring and evaluation.

Finally, a human rights-based approach provides platforms with a common conceptual language to identify the impact of their moderation rules, processes and procedures in different contexts and to explain, discuss, and justify their moderation decisions in an open and transparent manner. To this end, international human rights law establishes thresholds for when rights have been interfered with, together with a series of tests to determine when

---

123. UNGP, Principle 16 & Commentary.
124. Id. Principles 17-19 & Commentary.
125. Id. Principles 20-21 & Commentary.
126. Id. Principles 22, 29 & 31 and Commentary UNGP.
128. See McGregor, Murray, & Ng, supra note 90, at 325, 327-28, 334.
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rights may be restricted. Importantly, international human rights law does not always dictate a specific or uniform outcome, but it provides a framework and vocabulary for platforms to assess whether the human rights impacts of their moderation systems are justifiable—with due sensitivity to the objectives and interests of the communities they nurture and the different contexts in which they operate.

2. Limitations and Challenges to a Human Rights-Based Approach to Platform Moderation

Notwithstanding its value, it is important not to view a human rights-based approach to platform moderation as a panacea. In particular, the approach is subject to at least three limitations and challenges. First, a human rights-based approach is not a silver bullet for alleviating all harms that arise on online platforms. Given the sheer volume of content moderated by platforms, a degree of human and algorithmic error is unavoidable. Moreover, content moderation inevitably involves trade-offs between competing rights and interests. As such, the aim of a human rights-based approach is not to resolve moderation trade-offs in ways that are attractive to everyone, but more modestly to reduce adverse human rights impacts and more openly and transparently manage the trade-offs between the different rights and interests inevitably implicated by platform moderation practices.

Second, since the corporate responsibility to respect is non-binding, there is also the challenge of enforcement. While a human rights-based approach can be implemented on a purely self-regulatory basis, it is likely that platforms will be resistant where their commercial interests and profitability are threatened. With this in mind, a combination of social pressure and smart governmental (co-)regulation is likely to be required to assist and incentivize platforms to ensure the human rights compatibility of

130. McGregor, Murray, & Ng, supra note 90, at 326.
132. See McGregor, Murray, & Ng, supra note 90, at 313.
their content moderation systems. Yet, given the inherent limits of social pressure, as well as the risk of heavy-handed governmental regulation, effective enforcement of a human rights-based approach is far from guaranteed.

Arguably the biggest challenge, however, resides in the translation of general human rights principles into particular rules, processes and procedures tailored to the platform moderation context. This task is complicated by the distinct and highly variable capacities and functions of platforms compared to States, the diversity of products and services offered by today’s largest online platforms, the nascent state of development of the scope and content of businesses’ human rights responsibilities, and the difficulty of defining how platforms should exercise their pseudo-judicial role of weighing competing rights and interests.

134. A promising proposal that is currently gaining traction is the creation of voluntary multistakeholder Social Media Councils. See generally ARTICLE 19, The Social Media Councils: Consultation Paper (June 2019). On informal regulation of online content, see also Gorwa, supra note 54.

135. On the features of freedom of expression and online platforms that make designing a legitimate system of speech governance particularly difficult, see generally Douek, Verified Accountability: Self-Regulation of Content Moderation as an Answer to the Special Problems of Speech Regulation, Aegis Series Paper No. 1903 (2019), at 4-8; Damien Tambini, Rights and Responsibilities of Internet Intermediaries in Europe: The Need for Policy Coordination, CENTRE FOR INTERNATIONAL GOVERNANCE INNOVATION (Oct. 28, 2019), https://www.cigionline.org/articles/rights-and-responsibilities-internet-intermediaries-europe-need-policy-coordination [https://perma.cc/Y5R2-HVA8].
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139. See, e.g., Ingram, Talking with Former Facebook Security Chief Alex Stamos, GALLERY BY CJR (Oct. 2019), https://galley.cjr.org/public/conversations/-LsHiyaqX4DgKd9q9M] [https://perma.cc/2VFM-NRDR], (in which Alex Stamos observes how Facebook “is actually something like a dozen different products strung together”, with each product possessing “very different safety, security and trust models” and “very different levels of amplification and therefore potential for abuse”).
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across a wide range of societal contexts.\textsuperscript{141} The remainder of the Article takes up this final challenge, exploring some of the choices and hurdles that online platforms are likely to confront in attempting to implement their corporate responsibility to respect in the content moderation context.\textsuperscript{142}

B. The Substance of Content Moderation

Turning first to the substance of content moderation, adherence to a human rights-based approach requires online platforms to align their substantive moderation rules with international human rights law. The practice of content moderation potentially implicates a range of human rights, including rights to equality, non-discrimination, privacy, and fair process. However, the right that is impacted to a particularly significant extent in this context—and which forms the focus of discussion in this section—is the right to freedom of expression. Pursuant to Article 19(2) of the ICCPR, the right to freedom of expression is defined in broad terms to include the freedom “to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of his choice.”\textsuperscript{143} Importantly, any restriction of an individual’s right to freedom of expression must satisfy the tripartite test of legality, legitimacy, and necessity set out in Article 19(3) of the ICCPR.

Applying a human rights-based approach in practice, these provisions should be at the center of platform moderation policies. As David Kaye has argued, online platforms “should incorporate directly into their terms of service and ‘community standards’ relevant principles of human rights law that ensure content-related actions will be guided by the same standards of legality, necessity and legitimacy that bind State regulation of expression.”\textsuperscript{144} Yet, while the tests of legality, legitimacy, and necessity are relatively simple to elaborate in the abstract, their

\textsuperscript{141} LAILAW, supra note 4, at 112 & 243-44.
\textsuperscript{143} Article 19(2) ICCPR.
\textsuperscript{144} Kaye Content Moderation Report, supra note 10, para. 45.
translation from the State to the corporate context of platform moderation is likely to pose a number of challenges in practice.

1. Legality

Arguably the simplest condition to translate to the platform moderation context is the requirement that restrictions on the right to freedom of expression must be "provided by law." In General Comment No. 34, the UN Human Rights Committee ("HRC") confirmed that restrictions on the right to freedom of expression should be "formulated with sufficient precision to enable an individual to regulate his or her conduct accordingly" and "made accessible to the public." Additionally, "unfettered discretion" should not be conferred on those charged with executing restrictions of freedom of expression, while "sufficient guidance" should be provided to enable such persons to determine "what sorts of expression are properly restricted and what sorts are not." Although platforms are not empowered to make formal laws, there are a range of actions that online platforms could adopt to align their content moderation rules with these standards.

In terms of accessibility, platforms could clearly alert users to the existence of their terms of service and community standards documents both upon registration and during general use of their platforms. Platforms could also ensure such documents are easy to find on their sites and available in different languages in line with their global reach. In addition, platforms could maintain an accessible public archive of former versions of the moderation rules and ensure users are notified of any updates to their policies as well as the reasons for such changes.

With respect to precision, today’s leading online platforms already elaborate on the different categories of content that will be subject to moderation, often developing distinct standards for general user-generated content and promoted content such as
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advertising. As noted earlier in the Article, however, concerns have arisen that such policies often lack clarity and specificity. Responding to these concerns, platforms could improve the level of detail provided with respect to categories of problematic content by producing more detailed guidance notes to accompany their moderation rules, as well as elaborating real or hypothetical examples and case studies to illustrate how such rules are applied in practice. 149 Beyond precision concerning the substance of moderation rules, platforms could also provide clearer information concerning how content is flagged, the different forms of stakeholder engagement conducted as part of the process of formulating particular rules, the range of response measures that may be implemented when different types of content are found to be in violation of community standards (for example, filtering, blocking, removal, deprioritization, demonetization, and/or suspension or termination of accounts), as well as any review and grievance procedures that are available to users.

Twitter’s recent update concerning when tweets will be allowed to remain on the platform despite violating the platform’s rules because they are deemed to be in “the public interest” provides a clear example of how a platform can improve the precision of its moderation policies in practice. 150 The update includes details concerning who the policy applies to, what criteria will be used to define the public interest (including, for example, the immediacy and severity of potential harm from the rule violation), as well as what action will be taken in response to such tweets (including, for example, placing a notice on such tweets to provide additional context and clarity). The update brings welcome detail to a policy that has traditionally been shrouded in mystery. At the same time, since the criteria used to define the public interest will often require difficult judgments, Twitter could further align its policies with the standards required by the legality


test by accompanying these criteria with case studies to further assist users to understand how the policy is applied in practice.

2. Legitimacy

Article 19(3) of the ICCPR also provides that any restriction of the right to freedom of expression must pursue one of a limited number of legitimate aims, namely: respect for the rights or reputations of others; the protection of national security; the protection of public order; the protection of public health; or the protection of public morals. According to the UN HRC, “restrictions must be applied only for those purposes for which they were prescribed and must be directly related to the specific need on which they are predicated.”

There are also certain exceptional types of expression that States are required to prohibit under international law. Article 20 of the ICCPR, for example, establishes an obligation to prohibit propaganda for war and any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence—a prohibition which, according to the UN Special Rapporteur on Freedom of Opinion and Expression, should be understood to apply to a broader set of protected categories now covered under international human rights law, including “race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth or other status, including indigenous origin or identity, disability, migrant or refugee status, sexual orientation, gender identity or intersex status.” Beyond the ICCPR, Article 4 of the Convention on the Elimination of Racial Discrimination establishes an obligation to prohibit all dissemination of ideas based on racial superiority or hatred and incitement to racial discrimination, while Article 3(1) of the
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Optional Protocol to the Convention on the Rights of the Child on the sale of children, child prostitution and child pornography establishes an obligation to prohibit the production, distribution and dissemination of child pornography. In addition, Security Council resolution 1624 (2005) calls upon States to “prohibit by law incitement to commit a terrorist act or acts,” while certain forms of expression are also prohibited under international criminal law including, for example, direct and public incitement to commit genocide.  

Applied to the platform moderation context, two implications flow from these provisions. First, platforms should prohibit the same exceptional and narrowly-defined forms of expression that States are required to prohibit under international law. Importantly, since the prohibition of these categories of content amount to restrictions on the right to freedom of expression, their prohibition must comply with the tripartite test of legality, legitimacy, and necessity set out in Article 19(3) of the ICCPR. A particular challenge in this regard resides in defining these forms of expression, several of which – such as incitement to commit terrorism – have been subject to conflicting guidance and interpretation. The importance of this challenge should not be understated: if platforms define these categories too broadly, they risk removing content beyond what is necessary in pursuance of a legitimate aim; by contrast, if platforms define these categories too narrowly, they risk nurturing dangerous online environments. I return to this challenge below in the context of examining the test of necessity.

Second, a platform should only restrict other categories of content provided such restrictions are in pursuance of at least one

155. See GLOBAL PARTNERS DIGITAL, supra note 148, at 16-17
156. La Rue Report, supra note 152, para. 37; General Comment No. 34, supra note 146, para. 50-52. See, however, OSCE Representative on Freedom of the Media, Propaganda and Freedom of the Media, Non-Paper (2015), at 15-17 (arguing that freedom of expression under the ICCPR “should be interpreted as not including war propaganda and hate speech that constitutes incitement to discrimination, hostility or violence”); Van Ho, Part 2, supra note 153 (“The ICCPR’s Article 20 prohibition stands in contrast to the ICCPR’s Article 19(3) balancing terms for freedom of expression generally because the international community has determined that propaganda for war serves no public interest and cannot be favourably balanced”).
157. La Rue Report, supra note 152, para. 20-36.
of the legitimate aims elaborated in Article 19(3). The prospect of applying this test in the platform moderation context has led to questions concerning the appropriateness of requiring platforms to justify their online content restrictions solely on the limited public interest grounds recognized under Article 19(3).  

Although understandable, such concerns should not be overstated. It is true that companies are not well-placed to assess threats to “national security” or “public order”—grounds that should be relied upon by platforms only on the basis of legal orders from States, which themselves are subject to the tripartite test set out in Article 19(3). Nonetheless, many of the most common categories of content restricted by online platforms correspond with little difficulty to at least one of the legitimate aims elaborated in Article 19(3). As David Kaye has observed, human rights standards “would justify taking action against anti-vaccination sites that harm public health, white supremacists who incite harm of others, and terrorist groups like ISIS that use platforms to extend their violence.”

In addition, it is suggested that the legitimate aim of “the rights of others” can afford platforms sufficient leeway to tailor their moderation policies to the different communities they are designed to serve. In particular, reliance on the legitimate aim of “the rights of others” would enable a platform to examine whether restrictions on freedom of expression are necessary to create positive and supportive spaces that nurture the freedom of expression of specific categories of users (for example, children or those with mental health issues), to protect the rights of users to privacy and security, or even simply to create particular online experiences (for example, designing a platform for sharing dog
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photos to the exclusion of photos related to other pets) as part of the platform’s entrepreneurial freedom to design, innovate, and conduct a business—the latter freedom falling within the platform’s right to property and freedom of expression.165

At the same time, it is important to emphasize that the legitimate aim of “the rights of others” is not unlimited: it would not justify the establishment of platforms designed to serve communities whose purpose is to share content prohibited under international human rights law, such as revenge porn or racist sites. Moreover, the legitimate aim of “the rights of others” remains subject to the test of necessity, which, as the next section explains, generally requires a careful contextually-informed balancing of different rights and interests. In practice, therefore, the trickiest challenge for platforms seeking to align their substantive content moderation rules with human rights standards will not generally reside in identifying a relevant legitimate aim, but rather in weighing and balancing competing rights and interests in accordance with the final requirement under Article 19(3)—the test of necessity.

3. Necessity

Article 19(3) of the ICCPR also provides that restrictions on the right to freedom of expression must be “necessary” for the achievement of at least one of the prescribed legitimate aims. According to the UN HRC, the concept of necessity requires that restrictions on freedom of expression “not be overbroad,” but rather represent “the least intrusive instrument amongst those which might achieve their protective function.” In addition, necessity requires “demonstrat[ing] in specific and individualized fashion the precise nature of the threat, and the necessity and proportionality of the specific action taken, in particular by establishing a direct and immediate connection between the expression and the threat.” In practice, the test of necessity generally requires a context-sensitive balancing of competing rights and interests. However, applying the balancing assessments conducted in existing human rights caselaw to the platform moderation context is complicated for two reasons.

First, although a variety of sources may assist platforms in applying the test of necessity—including the concluding observations, commentaries and jurisprudence of the UN treaty bodies, the jurisprudence of international, regional and national courts, as well as reports produced by UN Special Rapporteurs and civil society groups—the guidance produced by these sources has not always been clear or consistent. For example, Article 20(2) of the ICCPR—which, it will be recalled, obliges States to prohibit any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence—has been subject to reservations issued by numerous States, divergent implementation in domestic law and practice, as well as
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inconsistent interpretation within international and regional jurisprudence. Where such disagreement exists, platforms should be afforded greater leeway to determine the appropriate way to apply the relevant standards within their community standards, giving due consideration to the diversity of guidance available and the different contexts in which the platform operates, whilst also taking care so far as feasible to consult with local stakeholders.

Second, even where guidance is clear and consistent, transplanting assessments of necessity from existing human rights case law to the platform moderation context is also complicated by the distinct and variable capacities and functions of online platforms compared to States, as well as the diversity of contexts in which platforms operate. Moreover, since certain larger platforms, such as Facebook, offer a number of different services (for example, enabling users not only to post but also to promote and amplify their content through advertising) and manage a diversity of spaces (for example, the news feed, public pages, a
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variety of groups, and personal profiles), the assessment of whether a restriction is necessary may vary across the services and spaces operated within the same platform.\textsuperscript{173}

Notwithstanding the complexity of the task, it is nonetheless possible to identify a number of general principles within existing human rights jurisprudence that may assist online platforms in applying the test of necessity in practice. The following is not intended to be exhaustive. Rather, the aim is to illustrate the different types of considerations that platforms should consider in applying the test of necessary in the platform moderation context.

a. Local Context

First, assessments of necessity require careful consideration of various dimensions of the local context where the content is transmitted, including both the timing and location of the expression. In \textit{Kim Jong-Cheol v. Republic of Korea}, for example, the UN HRC confirmed that it might be legitimate for a State to restrict the publication of political polling for a limited period in advance of an election in order to maintain the integrity of the electoral process.\textsuperscript{174} In reaching this conclusion, the UN HRC expressly took into account “the recent historical specificities of the democratic political processes” in the Republic of Korea, including the vulnerability of its election culture and climate to political manipulation and irregularities.\textsuperscript{175} In a similar vein, David Kaye has emphasized the importance of contextual considerations for determining whether an expression constitutes incitement to hatred, including factors such as “the existence of patterns of tension between religious or racial communities, discrimination against the targeted group, the tone and content of the speech, the person inciting hatred, and the means of disseminating the expression of hate.”\textsuperscript{176}

Applied to platform moderation, these findings suggest that platforms should consider whether certain restrictions may only
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be necessary during certain periods of time and how restrictions should apply in particular contexts, having due regard for social, historical, cultural and linguistic nuance as far as possible. In the latter regard, it is notable that Samidh Chakrabarti, a director of product management at Facebook, recently confirmed that a key challenge for the company is “how not to think of our platforms as one thing that’s the same across the world, but how should they be different in different regions to try to mitigate [...] risks.” To meet this challenge, platforms should engage – so far as possible in light of their size and circumstances— with local stakeholders to assist in the development of their content moderation rules, as well as any accompanying guidelines for their interpretation in the different contexts in which they operate.

b. Platform Characteristics

Second, assessments of necessity also require consideration of the means used to transmit the expression, taking into account both the purpose of the expression and its intended audience. In the case of Jersild v. Denmark, for example, the European Court of Human Rights concluded that Denmark had violated a journalist’s right to freedom of expression by convicting him for aiding and abetting the dissemination of racist remarks through the broadcast of a programme that included an item on young extremists. In reaching this conclusion, the Court had regard not only to the manner in which the feature had been prepared and its contents but also the purpose of the program and the setting in which it was broadcast, including the fact that “the item was broadcast as part

177. See AccessNow, supra note 109, at 7 (“Companies should not apply content moderation rules in a “one size fits all” fashion... [but] should take social, cultural and linguistic nuance into account, as much as possible.”); Article 19, supra note 134, at 13 (“A degree of variation is inherent to international human rights law... fundamental rights are general principles, they are standards, and when they are translated into actual detailed rules through [judicial] approaches, there is unavoidably a certain margin of manoeuvre that comes into play.”).
of a serious Danish news programme and was intended for a well-informed audience.”

Translated to the platform moderation context, these findings suggest that the test of necessity should be applied with due sensitivity to the function of a platform and the size and nature of the community it serves. For example, a human rights-based approach would afford leeway to platforms to implement more restrictive moderation rules where necessary to create virtual spaces specifically designed to nurture and protect particular communities (for example, restricting content that could trigger anxiety or panic amongst users of a platform designed for those with mental health problems) or to establish particular online experiences (for example, restricting photos of cats on a platform designed solely for sharing and discussing photos of dogs) provided doing so does not generate disproportionate adverse human rights impacts within and/or beyond the platform.

By contrast, where an online platform functions as a more general space for the free exchange of ideas—particularly one that has become a dominant and essential channel for public communication due to a dearth of viable alternative platforms that command similar network effects—the application of the necessity test will generally require a more nuanced approach. For these
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182. See Balkin, supra note 165, at 2080 (“Everything depends on the nature of the virtual space that the platform owner has created”); Suzor, supra note 165, at 1852 (referring to the importance of “a thorough examination of the circumstances and social structure of the particular community”).

183. See also Global Partners Digital, supra note 148, at 17 (“there may be situations where platforms have been (or may be) developed for a specific purpose, or for a particular community, which needs restrictions on certain content to ensure that the platform can meet the legitimate needs of its users”); York & McSherry, supra note 109 (“smaller platforms dedicated to serving specific communities may want to take a more aggressive approach. That’s fine, as long as Internet users have a range of meaningful options with which to engage”).

184. The relevance of a platform’s dominance finds support in the jurisprudence of the European Court of Human Rights, which has circumscribed the obligations of States to respect and ensure the right to freedom of expression in a range of contexts based on whether applicants whose expression has been restricted by private actors have at their disposal viable alternative platforms to exercise their expression. See, e.g., Animal Defenders International v. the UK, 57 Eur. Ct. H.R. Ap. No.48876/08 (2013) 21, 41-43 (concluding that the UK’s prohibition of political advertising on television and radio did not violate Article 10 ECHR, based in part on the fact that “a range of alternative media were available to the applicant”, including “radio or television discussion programmes of a political nature”, as well as “non-broadcasting media including the print media, the
virtual spaces, a useful way of approaching the application of the necessity test is to distinguish between a platform’s *gatekeeping* function, through which it determines the permissibility of content, and its *recommendation* function, through which it determines the visibility of content.185

With respect to the gatekeeping function, it is suggested that the necessity test will generally require larger market-dominant platforms to adopt a more inclusive and permissive approach to the moderation of content, pursuant to which the removal of only a limited range of narrowly defined categories of content is likely to be deemed necessary in practice. Similar to States, platforms managing larger more general online spaces are likely to find it difficult to justify the necessity of removing most forms of hate speech that are merely offensive, disturbing or shocking, but which do not rise to the level of threats of violence, harassment or assault against individually identifiable victims or the advocacy of discriminatory hatred constituting incitement to hostility, discrimination or violence.186 At the same time, since larger virtual spaces also enable users to disseminate their content to wider audiences, a human rights-based approach also expects these

---
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larger platforms to exercise particular vigilance and engage in structured and sustained engagement with local stakeholders to understand the coded language that may be relied upon in particular contexts, both in identifying prohibited forms of hate speech constituting incitement to discrimination, hostility or violence and in ensuring its timely removal in order to protect individuals and communities that may be adversely impacted by such speech whether online and/or offline—particularly in environments experiencing heightened tension or conflict.

With respect to a platform’s recommendation function, by contrast, it is suggested that the necessity test will generally afford larger platforms much greater leeway to adopt a more hands-on approach to moderation, permitting reliance on a diversity of measures to reduce the visibility of a broader range of categories of content—for example, by adopting higher standards for content that is amplified or microtargeted as a paid advertisement or a sponsored post, attaching a warning label to photos and videos that depict various forms of especially graphic or violent content, or down-ranking content that has been identified to be disinformation by an independent fact-checking organization. In other words, it is envisaged that larger platforms will be able to rely on their recommendation function to ensure their sites remain functional and attractive spaces to interact, as well as to

187. See also Kaye Hate Speech Report, supra note 150, para. 50 ("Human evaluation [... ] must be based on real learning from the communities in which hate speech may be found, that is, people who can understand the “code” that language sometimes deploys to hide incitement to violence, evaluate the speaker’s intent, consider the nature of the speaker and audience and evaluate the environment in which hate speech can lead to violent acts").
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189. See Ingram, supra note 139 (in which Alex Stamos argues that, “[i]f you are allowing for amplification because of money or are financially supporting speech, there is a much larger [platform] responsibility”). See also Henry Farrell, A Conservative YouTube Star Just Lost his Income Stream for Homophobic Slurs, WASH. POST, (June 6, 2019), https://www.washingtonpost.com/politics/2019/06/06/conservative-youtube-star-just-lost-his-income-stream-homophobic-slurs-heres-what-happened-why [https://perma.cc/Y8M3-B47A].
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differentiate their respective virtual spaces in ways that reflect their commercial objectives, culture and feel.\textsuperscript{191}

c. Least Intrusive Restrictive Measure

Third—and very much related to the latter discussion—the test of necessity also requires consideration of whether the imposition of a restrictive measure is the least intrusive amongst those which might achieve their protective function. In the case of \textit{Ballantyne, Davidson and McIntyre v. Canada}, for example, the UN HRC concluded that a prohibition on commercial advertising in English with the aim of protecting the vulnerable position of the francophone minority within Canada “may be achieved in other ways that do not preclude the freedom of expression, in a language of their choice, of those engaged in such fields as trade.”\textsuperscript{192} For instance, the law could have required that advertising appears in both French and English.\textsuperscript{193}

In the platform moderation context, when content that violates a platform’s moderation rules has been identified, the terms of service and/or community standards generally identify a range of actions and sanctions that may be taken in response. In order to align their content moderation policies with the least intrusive standard, platforms could commit, so far as feasible in light of their size and circumstances, to diversify the range of restrictive measures that may be adopted in response to different types of content.\textsuperscript{194} With respect to disinformation, for example, while its removal may be necessary for certain circumstances, such as where it is used to incite violence,\textsuperscript{195} in general, it is possible to

\footnotesize{
\begin{itemize}
  \item \textsuperscript{192} \textit{Id.}
  \item \textsuperscript{193} \textit{Id.} See generally Land & Hamilton, \textit{supra} note 79; Kaye Hate Speech Report, \textit{supra} note 150, para. 51-52.
  \item \textsuperscript{194} \textit{Id.} See, e.g., Lu, \textit{Update on Myanmar, Facebook Newsroom} (August 15, 2018) https://about.fb.com/news/2018/08/update-on-myanmar [https://perma.cc/J638-TML2] (observing how “in Myanmar, false news can be used to incite violence, especially
\end{itemize}
}
envisage a broader spectrum of response options focused on combating its spread and influence, including educational initiatives focused on media literacy, counter-narrative and fact-checking collaborations, demonetization, as well as reductions in its visibility.\footnote{Beyond diversifying response options, larger platforms, in particular, could also commit to enhancing the ability of users to control the types of content they view on their platforms. Enhanced user controls would serve two functions: first, enabling users to protect themselves from the abusive behavior of other users online; and second, enabling platforms to manage more permissive speech environments in the knowledge that their users are equipped with the means to select the personalized online experience they desire.}

Beyond diversifying response options, larger platforms, in particular, could also commit to enhancing the ability of users to control the types of content they view on their platforms. Enhanced user controls would serve two functions: first, enabling users to protect themselves from the abusive behavior of other users online; and second, enabling platforms to manage more permissive speech environments in the knowledge that their users are equipped with the means to select the personalized online experience they desire.

Some platforms have already begun empowering users to set their own filters and rules for what they see online. Twitter, for example, enables users to mute or block the accounts of other users,\footnote{Some platforms have already begun empowering users to set their own filters and rules for what they see online. Twitter, for example, enables users to mute or block the accounts of other users, while Facebook enables users to unfollow other users, pages and groups in their news feed so as to avoid seeing their content whilst remaining connected to the entities producing it. More recently, Facebook has confirmed plans “to give people more control of what they see,” initially by enabling users to decide whether to view less content that is close to the line of violating the platform’s standards and in the future by providing users with flexible controls over categories like nudity where cultural norms and personal preferences vary considerably around the world.}

More recently, Facebook has confirmed plans “to give people more control of what they see,” initially by enabling users to decide whether to view less content that is close to the line of violating the platform’s standards and in the future by providing users with flexible controls over categories like nudity where cultural norms and personal preferences vary considerably around the world.\footnote{While these initiatives are welcome, several commentators have argued that online platforms could go much further in terms of the level of control they provide to their users. Timothy Garton Ash and his colleagues, for example, have proposed that Facebook should establish a range of new controls, including a “news feed when coupled with ethnic and tensions” and that therefore Facebook would remove “misinformation that has the potential to contribute to imminent violence or physical harm”).}

While these initiatives are welcome, several commentators have argued that online platforms could go much further in terms of the level of control they provide to their users. Timothy Garton Ash and his colleagues, for example, have proposed that Facebook should establish a range of new controls, including a “news feed when coupled with ethnic and tensions” and that therefore Facebook would remove “misinformation that has the potential to contribute to imminent violence or physical harm”).

\footnote{196. For an overview of platform policies concerning disinformation, see generally \textsc{Article 19}, \textit{supra} note 32, at 27-29.}


\footnote{198. Garton Ash, Gorwa, & Metaxa, \textit{supra} note 2, at 14-15.}

\footnote{199. Zuckerberg, \textit{supra} note 103.}
analytics feature” that would deconstruct the extent to which different types of content appear on users’ news feeds, an “adopt a different point of view” function that would expose users to feeds with entirely different content to their own, and buttons or sliders that would enable users to control “whether they wish to see more content that cross-cuts against their political ideology, whether they wish to see more news, and whether they wish their News Feed to be curated at all, or if it should proceed chronologically.”

In the latter regard, buttons or sliders might also be developed to enable users to determine their tolerance across a range of content categories including, for example, nudity or graphic violence.

An even more ambitious proposal would involve companies opening up their platforms to allow third parties to develop “collective lenses” or “feed recipes”—essentially, customized user interfaces with their own bespoke content visibility and permissibility policies to which users could subscribe. As Mike Masnick explains, this approach would “push the power and decision making out to the ends of the network, rather than keeping it centralized among a small group of very powerful companies” so as to enable users to choose the online experience or filtering setup they desire.

In addition, as Tarleton Gillespie argues, such an approach would also empower groups of users and independent organizations to collaborate “to help curate the platform landscape, in areas and around topics they are most invested and expert in, at a granularity and precision greater than the platform could by itself.” Interestingly, in December 2019, Jack Dorsey announced that Twitter would provide funding for a small independent team, called BlueSky, to develop an open and
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decentralized protocol standard for social media—opening up a potential pathway for this type of initiative to be operationalized in practice.\textsuperscript{205}

Yet, while enhancing user controls would result in a less top-down approach to platform moderation, it is also important to recognize the limits and challenges that administering such controls would entail.\textsuperscript{206} First, any system of user controls will only be as effective as the technology on which it relies. Given the current limits of artificial intelligence, it is likely to be a long time before platforms are able to establish user controls that enable users to accurately control their viewing experience with respect to complex context-dependent categories of content.\textsuperscript{207} Second, platforms will presumably still need to ensure that certain categories of content are beyond user control, for example, due to their illegality.\textsuperscript{208} With this in mind, difficulties may arise in selecting which categories of content should be excluded from user control, defining the boundaries of excluded categories of content, and policing those lines in practice.\textsuperscript{209} Finally, it also seems fair to assume that many users will simply lack the time, energy, or inclination to take advantage of controls delegated to them, with the result that the most significant question may become what default settings apply and, more specifically, whether default settings should vary according to geographical region.\textsuperscript{210}
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d. Protective Function of Restrictive Measure

Finally, the test of necessity also entails assessing whether the restrictive measures taken in response to particular forms of expression actually fulfill their protective function. Applied to the content moderation context, platforms could commit to assessing whether a particular response measure has any unintended negative consequences that may outweigh its protective benefits through an evidence-based approach. According to Daphne Keller, for example, some of the policies adopted by online platforms to counter violent extremism “may cultivate precisely the attitudes and animosities that counter-radicalization efforts are supposed to prevent.” As Keller explains, “if suppressing propaganda from real terrorists comes at the cost of high over-removal rates for innocent Arabic-language posts or speech about Islam generally, the trade-off may be not only disrespectful and unfair but dangerous.” Where a response measure is found to restrict the freedom of expression of users without effectively furthering a legitimate purpose, platforms should commit to revising their policies accordingly.

Ultimately, the application of the test of necessity is one of the most challenging aspects of operationalizing a human rights-based approach to content moderation—and one which would benefit significantly from an independent multistakeholder mechanism to assist platforms in determining what restrictions are necessary in light of their diverse functions and contexts of operation. Yet, even in the trickiest cases, the test of necessity remains valuable to the extent that it requires platforms to openly explain and justify the trade-offs they inevitably have to make in a manner that surfaces the different rights and interests involved.

C. The Process of Content Moderation

In addition to aligning the substance of their content moderation rules with international human rights law, adherence...
to a human rights-based approach also requires online platforms to address the adverse human rights impacts of their moderation processes. Important processes in this context include the revision of terms of service and community standards, the management of systems of community and algorithmic flagging, the governance of human and algorithmic decision-making, the transparency of user-generated and advertising content, and the response of platforms to regulatory pressures.\footnote{See Szücs, \textit{supra} note 108, at 201-20.}

In order to identify, prevent, mitigate and account for how they address the adverse human rights impacts of their moderation processes, online platforms should establish a policy commitment to meet their responsibility to respect and carry out ongoing human rights due diligence.\footnote{UNGP, \textit{Principles} 16-17 and Commentary.} The due diligence process should be initiated as early as possible in the development of new platform activities or relationships and be undertaken at regular intervals throughout the life of an activity or relationship.\footnote{Id. Principles 17-18 and Commentary.} As part of the process, platforms should put in place “policies and processes through which they can both know and show that they respect human rights in practice.”\footnote{Id. Principle 21 and Commentary.}

In practice, there are three core stages to the process of human rights due diligence:\footnote{See Toronto Declaration, \textit{supra} note 127, para. 44.} first, identifying and assessing any actual or potential adverse human rights impacts with which a platform may be involved either through their own activities or as a result of their business relationships;\footnote{Id. Principles 19-20 and Commentary.} second, taking effective action to prevent and mitigate adverse human rights impacts and tracking those responses to ensure they are being implemented optimally;\footnote{Id. Principle 21 and Commentary.} and finally, transparently communicating sufficient information externally about the platform’s efforts to identify, prevent and mitigate adverse human rights impacts so that the adequacy of any response measures may be evaluated.\footnote{Id. Principle 21 and Commentary.} To elaborate on the challenges of applying these standards in the platform moderation context, this section examines four forms of transparency and oversight—rule-making, decision-making,
content and advertising, and regulatory compliance—that platforms should address as part of their human right due diligence processes in practice.

1. Rule-making

First, platforms should address their *rule-making* transparency and oversight. Online platforms have often been criticized for failing to adequately consult with their users, civil society groups, or the general public concerning the development and revision of their moderation rules. According to Rebecca MacKinnon, for example, Facebook adheres to “a Hobbesian approach to governance in which people agree to relinquish a certain amount of freedom to a benevolent sovereign who in turn provides security and other services.” This approach is in tension with a human rights-based approach to content moderation. According to Principle 18 of the UNGP, human rights due diligence conducted by business enterprises should draw on “internal and/or independent external human rights expertise” and involve “meaningful consultation with potentially affected groups and other relevant stakeholders, as appropriate to the size of the business enterprise and the nature and context of the operation.”

In recent years, online platforms have taken steps to offer more opportunities for participation and feedback concerning their moderation rules. Facebook, for example, has stated that when its content policy team meet every few weeks to discuss potential changes to its moderation policies, they regularly invite outside experts and have begun to make the meeting minutes publicly available. Facebook also launched a series of public events around the world entitled *Facebook Forums: Community Standards* to obtain public feedback on its policies directly. In addition, Facebook has voluntarily submitted to three audits—a

224. UNGP, Principle 18 and Commentary.
civil rights review of its internal operations, an investigation into whether the platform is biased against conservatives, and a human rights impact assessment of the company's presence in Myanmar—and established an independent election research commission to identify research topics and select independent researchers to examine them using Facebook data.227

While these developments have resulted in important recommendations and commitments concerning the platform's moderation rules and policies, 228 Facebook and other major platforms could go much further in ensuring more structured multistakeholder participation in the development and revision of their content moderation rules. In recent years, a number of proposals have been put forward by scholars and civil society groups that platforms could consider for this purpose. For example, platforms could adopt “notice-and-comment” procedures to obtain public feedback on proposed changes to their moderation policies,229 appoint outside experts as “amici curiae” or in the form of an advisory panel to inform their policy decisions,230 and/or support the creation of independent multistakeholder bodies to help ensure the compatibility of platform moderation policies with international human rights law.231 While these proposals are varied—and would be subject to feasibility constraints according to the size and circumstances of a platform—they are premised on a shared belief that platforms would benefit from a more structured and sustainable approach to stakeholder engagement concerning their rule-making processes.
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2. Decision-making

Beyond rule-making, platforms should also address their systems of transparency and oversight concerning their human and algorithmic decision-making processes. In practice, this form of transparency and oversight has both quantitative and qualitative dimensions. Quantitative transparency and oversight refer to the statistical information disclosed by online platforms concerning their content moderation systems. Applying a human rights-based approach, platforms should disclose statistical information concerning the different categories of content removal requests they receive, the different types of actors that submit such requests, and the range of measures adopted in response. Moreover, to the extent feasible, platforms could also develop accuracy metrics, which enable platforms to calculate and publish error rates for human reviewers and algorithmic detection for different categories of violation, as well as a range of metrics to evaluate the effectiveness of platform decision-making—for example, a metric that measures the virality of content found to violate moderation rules prior to its removal.

Although online platforms have generally made incremental progress in the quality of their transparency reports, greater care and attention could be directed towards how content moderation statistics are disaggregated. In particular, platforms could distinguish between requests received through lawful channels such as court-orders, demands received from governments pursuant to a platform’s terms of service, requests received from Internet referral units, requests received pursuant to voluntary arrangements such as the EU Code of Conduct on Countering Illegal Hate Speech Online, complaints submitted by private users, and proactive actions taken by platforms themselves including different forms of algorithmic decision-making. To this end, platforms could draw guidance from the Santa Clara Principles on Transparency and Accountability in Content Moderation, which set out the minimum level of detail that platforms should be

233. Id. at 18-28.
expected to disclose concerning their content moderation practices.\footnote{236}{See generally Facebook DTAG Report, supra note 232.}

Quantitative insights by themselves, however, are an inadequate means for assessing platform decision-making systems—for the simple reason that, without any form of independent verification, it is impossible to discern whether aggregate statistics accurately reflect the definitions and standards elaborated in a platform’s moderation rules. As Evelyn Douek has put it, “[w]ithout verification or intelligibility, aggregate reports become a form of transparency theater, deployed to ward off calls for greater accountability.”\footnote{237}{Douek, supra note 135, at 12.} With this in mind, applying a human rights-based approach, platforms should also establish \textit{qualitative} forms of transparency and oversight, ideally through independent forms of verification and auditing that aim to identify and assess the actual and potential adverse human rights impacts of their systems of community and algorithmic flagging of potentially disallowed content, the different tiers of human and algorithmic review that such content is subjected to, and any algorithms relied upon to personalize user experience—making sure to integrate findings from their impact assessments through appropriate action, track the effectiveness of such measures, and communicate how they address adverse human rights impacts externally. In practice, appropriate action will depend on the adverse human rights impacts identified.

In terms of \textit{community flagging}, for example, concerns have been raised about the practice of minority and vulnerable groups being targeted by coordinated mass reporting sprees of their accounts by groups that are politically or ideologically opposed to them. Appropriate action to guard against this practice could include treating reporting sprees as abusive behavior that is prohibited in platform moderation rules and placing limits on how many reports any single account can make in a day.\footnote{238}{Dia Kayyali, Facebook’s Name Policy Strikes Again, This Time at Native Americans, EFF DEEPLINKS BLOG (Feb. 13, 2015), https://www.eff.org/deeplinks/2015/02/facebooks-name-policy-strikes-again-time-native-americans [https://perma.cc/3TZQ-FFVR].}

With respect to \textit{human review}, concerns have been raised about inadequacies in the number and cultural competency of moderators to accurately and effectively remove content that
violates platform moderation rules in different local contexts, including countries in the midst of turmoil or conflict, such as Myanmar, Sri Lanka, Libya, and the Philippines. Appropriate action to address these concerns could include platforms committing to ensure adequate cultural and linguistic expertise across all markets in which they operate, as well as establishing structured forms of engagement with local stakeholders, including early warning and emergency escalation functions, to enhance the ability of platforms to prevent their sites being instrumentalized for the promotion of violence. Beyond the accuracy and effectiveness of human review, concerns have also been raised about the damaging work conditions and inadequate labor protections afforded to human reviewers, a particularly serious concern in light of the severe psychological toll that content moderation entails. Appropriate action to address such concerns could include disclosing more information concerning the number, diversity, location, working conditions, support, and training put in place for human moderators, as well as committing to establish adequate labor protections in accordance with international human rights standards.

Finally, in terms of algorithmic decision-making, a range of concerns have arisen over the opacity of algorithms, including the potential for algorithmic biases that adversely impact the human rights of different groups of users. Appropriate action in response to these concerns could take various forms. Recognizing the current limits of algorithmic decision-making, platforms could commit to ensuring that there will always be meaningful human involvement in their algorithmic decision-making processes and adequate safeguards in place in case an algorithm acts unpredictably. Facebook, for example, has recently committed
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to removing thousands of targeting terms for advertisers offering housing, employment, or credit opportunities as part of a settlement of multiple discrimination lawsuits. While a promising development, similar changes may be required for other categories of online advertising—for example, political advertising in light of evidence that voter suppression and intimidation tactics have been deployed on Facebook.

Steps could also be taken to improve algorithmic transparency by explaining when algorithms are used, how they work, and their consequences for users in different contexts including the key criteria that underpin particular decisions. In practice, however, enhancing algorithmic transparency in the platform moderation context raises a number of challenges. Meaningful transparency is complicated by the fact that algorithms are frequently altered—Google, for example, updates its algorithms hundreds of times per year—and often rely on machine learning techniques, which can lead to a divergence between what programmers believe an algorithm does and how it actually behaves. There is also a risk that making algorithms more transparent will expose platforms to manipulation and gaming. And even if a human moderator is “in the loop” of an algorithmic decision-making process, the risk remains that the moderator may unquestioningly or subconsciously defer to the algorithmic decision due to perceptions of technological neutrality and accuracy—often referred to as “automation bias.”
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Some commentators have also cautioned that focusing narrowly on individual rights to algorithmic transparency risks creating a "transparency fallacy" since "individuals are mostly too time-poor, resource-poor, and lacking in the necessary expertise to meaningfully make use of these individual rights."251 Edwards and Veale, for example, argue that "creating better systems, with less opacity, clearer audit trails, well and holistically trained designers, and input from concerned publics seems eminently more appealing than grimly pursuing against the odds a "meaningful" version of the interior of a black box."252 Following this approach, platforms should devote more time and attention to establishing systems of internal and external review concerning how their algorithms are developed and deployed in decision-making processes.253

Proposals to expose algorithms to external audits are also likely to meet with resistance because platforms generally regard their underlying software code as protected proprietary technology.254 However, these concerns are not insurmountable. Joshua Kroll, for example, has discussed the possibility of "accountability by design," which relies on techniques from computer science "to create systems with properties that can be checked by regulators or the public without revealing the underlying code and data."255 Other options include examining the outcomes of algorithmic decision-making to identify biases or using counterfactual explanations to reveal how algorithms arrive at their decisions. 256 Ultimately, regardless of the precise modalities for improving the transparency and oversight of human and algorithmic processes, an important value of the human rights-based approach is the expectation it generates for platforms to adopt a cyclical approach to accountability whereby ongoing due
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diligence efforts are enhanced by lessons learned from previous results across the entire human and algorithmic decision-making life cycle.  

3. Content and Advertising

The third form of transparency and oversight that platforms should address concerns the data disclosed to users about the content and advertising they view and share. Although content and advertising transparency on platforms has traditionally been very limited, improvements have been made in recent years. Facebook, for example, enables users to access all advertisements that a page is running across Facebook, Instagram, and Messenger, to identify any recent name changes and the date a page was created, and to obtain some insight into the categories used by advertisers to micro-target users through their “Why am I seeing this?” button. In addition, in the US, Facebook requires all political and issue advertisements to make clear who paid for them, to be stored for up to 7 years in a public archive which anyone can access and search to identify how much was spent on an individual advertisement and the audience it reached, and also requires anyone running such ads to verify their identity and location.

While these types of measures are a step in the right direction, they are still relatively modest. Tarleton Gillespie, for example, has challenged online platforms to provide more data about links that are shared by users, as well as more radical transparency concerning all types of advertising. With respect to links shared by users, Gillespie proposes a dashboard that would appear when hovering over a link, which would report “how long the source of that link has been online, a graph of how much and how quickly that headline is being forwarded, the headlines before and after this one from the same source, and how often other articles from that source have been disputed by fact checkers,” as well as details
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about the person who posted the link, including how long they have been on the platform, the last five articles they shared, whether they have previously been reprimanded by the platform and whether the user read the article before forwarding it.\footnote{Gillespie, supra note 204, iv.} Gillespie also argues that platforms could reveal significantly more data about advertisements, including the days on which an advertisement was delivered to any users, the targeting criteria, the number of users the advertisement was delivered to directly and reach indirectly, how much the advertiser paid for its circulation, and a link back to the advertiser’s profile page, all of which could be stored in a public and searchable archive.\footnote{Id. vii-viii.} Since online platforms extract significant economic value from the data shared by and inferred from the behavior of their users, radical transparency is not only reasonable in this context but also a tool that may assist civil society groups, journalists, and regulators to monitor and hold platforms and advertisers to account.

4. Regulatory Compliance

A final form of transparency and oversight concerns how online platforms respond to both mandatory regulatory measures and informal regulatory pressures that may have adverse human rights impacts on their users. According to Principle 23 of the UNGP, while business enterprises should comply with all applicable laws wherever they operate, they should also “seek ways to honor the principles of internationally recognized human rights when faced with conflicting requirements.”\footnote{UNGP, Principle 23.} In particular, if the domestic context renders it impossible for companies to fully satisfy their corporate responsibility, “business enterprises are expected to respect the principles of internationally recognized human rights to the greatest extent possible in the circumstances, and to be able to demonstrate their efforts in this regard.”\footnote{Id. Principle 23 and Commentary.}

Examples of the types of measures that platforms may adopt in this context have been elaborated by the Global Network Initiative (“GNI”). The GNI is a multistakeholder alliance of companies, civil society groups and academic institutions whose
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aim is to “protect and advance freedom of expression and privacy in the Information and Communications Technology (ICT) industry globally.” Since its inception, the GNI has been subject to significant criticism, with concerns raised over its inadequate corporate membership, insufficiently independent assessment process, and lack of a remedial mechanism. Without diminishing the force of these concerns, the documents that underpin the GNI’s work nonetheless provide useful guidance regarding how online platforms should respond when confronted by State demands to undermine the freedom of expression rights of their users.

According to the GNI’s Principles on Freedom of Expression and Privacy, when confronted by national laws, regulations or policies that do not conform to international standards, “companies should avoid, minimize, or otherwise address the adverse impact of government demands, laws, or regulations, and seek ways to honor the principles of internationally recognized human rights to the greatest extent possible.” To this end, the GNI’s Implementation Guidelines elaborate a number of tools that participating companies are required to rely upon in practice. In particular, participating companies agree to encourage governments to be specific, transparent and consistent in demands, laws, and regulations that impact freedom of expression, as well as engage proactively with governments to reach a shared understanding of how government restrictions can be applied consistently with international human rights law. Participating companies also agree to require governments to follow established domestic legal processes when seeking to restrict freedom of expression, and to request clear written communications from the government that explain the legal basis for such restrictions. Finally, participating companies are also required to narrowly interpret government
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restrictions and demands so as to minimize the negative effect on freedom of expression and, where appropriate, to challenge any restrictions or demands that appear overbroad within domestic courts.

Beyond adopting measures that seek to reduce the impact of overly-intrusive State requests and regulations, platforms should also address the extent to which they publicly disclose the different pressures exerted by States over their moderation practices. For instance, platforms could consult or hire ombudspersons to assess State content removal requests and identify requests that would result in the removal of content that is significant for public debate. By providing meaningful transparency, online platforms may be able to help illuminate and generate public conversation about the extent to which particular forms of regulatory pressure may be undermining the freedom of expression rights of their users.

D. The Procedure and Remediation of Content Moderation

However well-articulated and enforced a platform’s moderation processes may be, mistakes will inevitably occur that generate adverse effects for the freedom of expression of platform users. Addressing this situation, Principle 22 of the UNGP confirms that companies “should provide for or cooperate in their remediation through legitimate processes.” More specifically, Principle 29 of the UNGP provides that business enterprises “should establish or participate in effective operational-level grievance mechanisms for individuals and communities who may be adversely impacted.”

Grievance mechanisms can take many forms, but are generally intended to perform two important functions: first, to support the identification of adverse human rights impacts in business operations; and second, to enable grievances to be addressed and adverse impacts remediated early and directly by business enterprises. Importantly, Principle 31 elaborates a set of
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effectiveness criteria that grievance mechanisms should reflect, namely that they should be legitimate, accessible, predictable, equitable, transparent, rights-compatible, a source of continuous learning, and based on engagement and dialogue.273

Applying these principles and criteria to the specific context of content moderation, there are three areas that online platforms should address to improve the effectiveness of their procedural and remedial processes.274 The first area concerns *due process*. Adherence to a human rights-based approach to content moderation requires platforms to afford due process to affected users—including adequate notice and avenues for appeal. Yet, as Evelyn Douek has recently observed, “*due process* does not mean *perfect* process” and “what ‘due process’ means needs to be determined contextually.”275 The challenge, as Douek puts it, is to identify “what the ‘due’ in ‘due process’ means in the context of the scale of the online platforms.”276 A useful point of departure for this conversation is offered by the *Santa Clara Principles*.

In terms of notice, the *Santa Clara Principles* suggest that “companies should provide notice to each user whose content is taken down or account is suspended about the reason for the removal or suspension.”277 At a minimum, notices should contain, in a language understandable to the user, information sufficient to allow the identification of the removed content, the specific provision of a platform’s moderation policies that has been violated, how the content was detected and removed, and an explanation of the process by which the user can appeal the decision as well as an indicative time frame and what remedies may be available if successful.278 In terms of appeals, the *Santa Clara Principles* suggest that “[c]ompanies should provide a meaningful opportunity for timely appeal of any content removal or account suspension.”279 At a minimum, meaningful appeal means human review by a person or panel of persons not involved in the initial decision, an opportunity to present additional
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information, and notification of the results of the appeal, including a statement of the reasoning to enable the user to understand the decision. In addition, given the importance of context for assessing content, it would also be beneficial for reviewers to be granted access to more contextual information about the pieces of content that they review on appeal. Moreover, particular care should be taken to ensure that any appeals process is clear and easy to use for the average user and not susceptible to being gamed or abused. The appeals mechanism administered by Amazon, for example, has recently been criticized for becoming “the ultimate weapon in the constant warfare of Marketplace,” its rules and processes “so confounding that it’s given rise to an entire industry of consultants.”

While the *Santa Clara Principles* offer a useful starting point, the challenge remains in defining what adequate due process means in the specific context of different types of platforms. According to Douek, for example, platforms should strive for a “systematic understanding of due process” that contextually calibrates the level of process that is afforded to affected users in practice, for instance “by more explicitly differentiating between the different categories of speech that content moderation implicates, accounting for the difficulty of making a correct decision in each category, the public importance of the underlying speech, and how people experience different kinds of decisions.”

To this end, some form of oversight mechanism could be useful in providing platforms with “a forum for error explanation and more deliberate choices between trade-offs involved in any system design.”

To date, there are indications that oversight mechanisms may emerge at both the cross-platform and individual platform levels. At the cross-platform level, for example, civil society group Article 19 has proposed the establishment of a multistakeholder accountability mechanism for platform moderation in the form of
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multistakeholder Social Media Councils. At the individual platform level, Facebook recently concluded a consultation concerning the establishment of a new Oversight Board for Content Decisions aimed at providing “a new way for people to appeal content decisions.” The creation of each of these bodies raises a host of issues centered on institutional design, including questions concerning whether such bodies will be global, regional or national, the breadth of their jurisdiction and powers, and the extent of their independence and authority. Nonetheless, each has the potential to serve as a useful mechanism to help platforms navigate the complex terrain of translating international human rights standards to the platform moderation context—whether through reviewing the compatibility of emblematic individual cases with international human rights law and/or providing general guidance on the compliance of platform processes and procedures with international human rights standards.

In addition to due process, a second area for platforms to address is the question of remedies. In terms of remedies for wrongful removal of content or suspension/termination of user accounts, David Kaye has suggested that online platforms “should institute robust remediation programmes, which may range from reinstatement and acknowledgement to settlements related to reputational or other harms.” In a typical case, reinstatement of the content or the account may be the most effective remedy. Other possible remedies such as a public apology, guarantees of non-repetition, or compensation may also be appropriate depending on
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the circumstances. 289 In terms of sanctions for violating content moderation rules, Kaye also suggests that platforms should have “graduated responses according to the severity of the violation or the recidivism of the user.” 290 Sanctions might include, for example, de-amplification, de-monetization, requiring suspended users to issue an apology in order to be reinstated, or compensation. 291 A particular challenge in this regard—and one which would benefit from further multistakeholder reflection—is the question of how to establish a process for providing an effective remedy to victims who suffer physical, psychological or reputational harm as a result of failures by platforms to remove particular types of content, without at the same time incentivizing online platforms to over-censor the content of their users.

Finally, platforms should also address remediation transparency and stakeholder engagement. In both the design and implementation of their remediation processes, online platforms should engage relevant stakeholders, including through quantitative transparency concerning the frequency, patterns and reasons for appeals, so that they are well-equipped to identify policies and processes in need of reform. 292 Accompanying quantitative transparency, David Kaye has also suggested that platforms should improve their qualitative “decisional transparency” by developing a public, accessible and easily searchable jurisprudence of “platform law.” 293 And ultimately, platforms should commit to address and revise problematic aspects of their remediation processes identified by stakeholders in a timely manner.

IV. CONCLUSION

The governance of speech in the digital age depends to a significant degree on the policies and processes of online platforms. Ensuring that these platforms govern in the public interest has emerged as one of the most pressing challenges for freedom of expression in the twenty-first century. In light of the
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The framework and the conceptual tools to holistically assess and address the adverse human rights impacts of their moderation rules, processes and procedures. At the same time, the Article has been careful not to present the human rights-based approach as a panacea—revealing the various challenges and choices that online platforms are likely to confront in operationalizing such an approach in practice.

The implementation of a human rights-based approach to content moderation is not simple, raising complex questions concerning how to translate general human rights standards into particular rules, processes, and procedures tailored to the platform moderation context. This task is complicated by the diversity of services and spaces that online platforms offer and the wide range of societies in which they operate. Given this complexity, the risk inevitably arises that online platforms may try to co-opt the vocabulary of human rights to legitimize minor reforms at the expense of undertaking more structural or systemic changes to their moderation processes. Moreover, even if a human rights-based approach were to be effectively implemented by online platforms, it is important to remember that such an approach is not a silver bullet for alleviating all concerns that have been raised concerning platform moderation practices. Given the complexity of content moderation, there will always be trade-offs that are disagreeable to some users, while a degree of human or algorithmic error is unavoidable.294

The power and influence of online platforms also suggest that they should not be considered the exclusive province of any single regulatory paradigm. Rather, multiple paradigms will be needed to address different dimensions of online platforms, including, for example, data protection law, electoral and advertising regulation,
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and antitrust and competition law.\textsuperscript{295} Furthermore, while the Article has focused on the responsibilities of the companies that manage online platforms, it is important to emphasize that the protection of freedom of expression online necessarily entails addressing the responsibilities of the far broader range of actors that participate in the digital public sphere—including, for example, governments, political parties, data brokers, mass media organizations, and advertisers.

Finally, it should also be that the online information ecosystem is more diverse than the online platforms discussed in the Article, encompassing a broader range of technologies, the unique characteristics of which will require bespoke policy responses. For example, the architecture of messaging services such as WhatsApp—where activity consists of encrypted personal conversations and groups involving up to 256 people—makes it much harder to stem the flow of disinformation compared to the virtual spaces administered by online platforms.\textsuperscript{296} Going forward, more attention will need to be directed towards the broader array of services and technologies relied upon for online communication around the world.
