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Abstract

This Note argues that the European Union should adopt the Commission recommended a Platform for Internet Content Selection ("PICS") based rating system because the PICS based rating system is the most technically and legally effective method for combating undesirable content on the Internet and because it furthers freedom of expression as well as the European Union common market’s four freedoms. Only a coordinated worldwide system, furthermore, will enable the European Union and governments throughout the world to effectively shield citizens from undesirable content, regardless of how a particular government may define the term undesirable. This Note, therefore, argues that governments of the world should implement a global PICS based rating system. Part I briefly describes the Internet and continues by discussing the European Union and several European Union policies related to Internet regulation. Part II examines attempts at shielding citizens from undesirable Internet content by the European Union and its Member States, as well as attempts by several countries that are not part of the European Union. Part III argues that the PICS based rating system is both technologically and legally the most suitable way for the European Union to shield citizens from undesirable Internet content. Part III also proposes a global rating system, based on the European Union PICS based rating system, which will enable the European Union and governments throughout the world to effectively protect citizens from undesirable content on the Internet. This Note concludes that the proposed global PICS based rating system will enable a government that uses it to protect its citizens from undesirable Internet content in a way that is consistent with that government’s particular legal system.
NOTES

SHIELDING INTERNET USERS FROM UNDESIRABLE CONTENT: THE ADVANTAGES OF A PICS BASED RATING SYSTEM

Ari Staiman*

"We know that national regulation [of the Internet] is not enough, that European regulation is not enough . . . . We may need to have a world regulation of these matters."1

INTRODUCTION

The Internet2 contains a wide variety of content,3 ranging

---

* J.D. Candidate, 1998, Fordham University.
2. See Richard Dennis, Guide to Selecting an Internet Provider, 2 ENVTL. L. 571, 572-73 (1996) (defining Internet as network that connects networks throughout world, often described as "a network of networks."). A network is a system consisting of any combination of computers, printers, audio or visual display devices, or telephones interconnected by telecommunication equipment. Anthony Cataldo, IBM Eyes Embedded Market: Hedging Against Possible Loss of Apple to Intel, ELECTRONIC BUYERS' NEWS, Mar. 3, 1997, at 16. A dedicated broadband telecommunications connection, known as the backbone, linking together host computers comprises the Internet. Cris Shipley & Matthew Fish, The Web and the Internet, COMPUTER LIFE, Oct. 1, 1996, at 115. A dedicated connection is one that is always active. Id. A broadband connection is one that can transmit large amounts of data simultaneously. Id. Host computers are computers that maintain a connection to the backbone. Id. These host computers are part of a network and maintain connections to other computers that, in turn, maintain connections to other computers. Id. Computers join the network via dedicated telephone lines or, as is typical with users from home, through home telephones. Id.
3. See Michael Krantz, Wired for Sound: Rock 'N' Roll Is Exploding on the Internet, TIME, Dec. 2, 1996, at 74 (detailing that users can listen to concerts on Internet); Richard Zoglin, The News Wars on TV and Radio, In Print and Over the Internet, TIME, Oct. 21, 1996, at 58 (noting that users can find newspapers published on Internet); Porn Pirates and Software Smugglers, TIME, July 25, 1994, at 18 ("[t]ens of thousands of illicit computer-porn sites now litter the [Internet]."); Space Watch, Cyberstyle, TIME, July 25, 1994, at 18 (stating "[s]pace fans eager to join in the moon-landing anniversary celebrations or hear the latest shuttle updates can get news about the space agency on the [Internet]."); Alan Boyle, 7 Deadly Sins on the Internet, MSNBC (visited Oct. 18, 1996) <http://www.msnbc.com/news/30680.asp> (also on file with the Fordham International Law Journal) (detailing types of Internet content, including sexually explicit and violent content and content that infringes copyrights).
from Mozart's operas to information on making bombs, and from medical advice on cancer or heart disease to sexually explicit materials. Citizens around the world are accessing the Internet, with estimates placing the current number of Internet users ("users") as high as forty million. The European Union Commission of the European Communities ("Commission") duties in enforcement of EU policy; Andrew Evans, The Law of the European Community Including the EEA Agreement 7 (1st ed. 1994) (analogizing Commission to "government, in that it draws up legislative proposals and is responsible for supervising application of resulting legislation and for implementation of Community budget"). The Commission performs executive functions implementing and enforcing EU legislation. A.G. Toth, The Oxford Encyclopaedia of European Community Law 70 (1990). The Commission's activities include formulating legislative proposals for new policies, supervising application of the resulting legislation by mediating between the Member states, and for overseeing the proper execution of existing EU policies. See Evans, supra, at 14-15 (noting that Article 155 of EC Treaty requires Commission to act against violations of EU law and that EC Treaty requires Commission to formulate recommendations or deliver opinions on matters dealt with in Treaty); T.C. Hartley, The Foundations of European Community Law: An Introduction to the

4. Welton Jones, Classical Passion on the Internet, SAN DIEGO UNION-TRIB., at 25 (discussing where to find Mozart operas on Internet).
5. Eric Lichtblau & Jim Newton, Internet Cited for Surge in Bomb Reports, L.A. TIMES, June 27, 1996, at B1 (reporting on bomb making information on Internet). Los Angeles explosives experts, including the Los Angeles police department, contend that a recent significant rise in bomb scares is due to users retrieving bomb-making technology from the Internet. Id.
7. See Geeta Anand, Library Internet Censoring Planned Hub Orders Software to Block Pornography, BOSTON GLOBE, at B1 (noting children are accessing sexually explicit content on Internet from libraries).
mission") has noted that the Internet has become essential in attaining and transferring information globally\(^1\) and exerts social, educational, cultural, and economic influence.\(^1^4\)

During the past year, EU Member States have been grappling with the question of how best to shield their citizens from undesirable content\(^1^5\) on the Internet.\(^1^6\) Member states have been concerned with protecting children from Internet content that may be inappropriate for them as well as with preventing all users from accessing illegal Internet content.\(^1^7\) In October 1996, the Commission put forth recommendations for combating undesirable content on the Internet, including backing a rating system\(^1^8\) based on the Platform for Internet Content Selection\(^1^9\) ("PICS") that would allow parents, educators, and others to de-
termine the type of content minors may access on the Internet. The Commission contended that attaining the goal of protecting Internet users from undesirable Internet content requires a unified EU implementation of PICS and, perhaps, a worldwide implementation.

This Note argues that the European Union should adopt the Commission recommended PICS based rating system because the PICS based rating system is the most technically and legally effective method for combating undesirable content on the Internet and because it furthers freedom of expression as well as the EU common market's four freedoms. Only a coordinated worldwide system, furthermore, will enable the European Union and governments throughout the world to effectively shield citizens from undesirable content, regardless of how a particular government may define the term undesirable. This Note, therefore, argues that governments of the world should implement a global PICS based rating system. Part I briefly describes the Internet and continues by discussing the European

---


21. See id. at 5 (positing that undesirable content on Internet calls for "response at EU and international level.").

22. TEU, supra note 11, art. F(2), O.J. C 224/1, at 99. Article F(2) of the TEU states:

- The Union shall respect fundamental rights, as guaranteed by the European Convention for the Protection of Human Rights and Fundamental Freedoms signed in Rome on 4 November 1950 and as they result from the constitutional traditions common to the Member State, as general principles of Community law.

Id. Freedom of expression is included in the scope of Article F(2). See Green Paper, supra note 15, COM (96) 485 Final at 52 (providing legal background of right to freedom of expression in European Union).

23. See EC Treaty, supra note 12, art. 2, [1992] 1 C.M.L.R. at 588 (asserting that European Community shall establish a common market and that common market shall provide principal medium to achieve Community functions).

24. See EC Treaty, supra note 12, art. 3, [1992] 1 C.M.L.R. at 588 (providing that activities of Community shall include "an internal market characterized by the abolition, as between Member States, of obstacles to the [four freedoms of] free movement of goods, persons, services and capital.").
Union and several EU policies related to Internet regulation. Part II examines attempts at shielding citizens from undesirable Internet content by the European Union and its Member States, as well as attempts by several countries that are not part of the European Union. Part III argues that the PICS based rating system is both technologically and legally the most suitable way for the European Union to shield citizens from undesirable Internet content. Part III also proposes a global rating system, based on the EU PICS based rating system, which will enable the European Union and governments throughout the world to effectively protect citizens from undesirable content on the Internet. This Note concludes that the proposed global PICS based rating system will enable a government that uses it to protect its citizens from undesirable Internet content in a way that is consistent with that government's particular legal system.

I. INTERNET AND THE EUROPEAN UNION DESCRIBED

Although what was to become the Internet started in 1969, non-scientists did not play an active role in it until the European Particle Physics Laboratory ("CERN") developed the World Wide Web ("WWW") in 1989. Users employ many types of


26. Gail Edmondson, Surprise! Europe Is Finally Getting Its Software Act Together—And Going After America’s Lead, BUS. WK., May 6, 1996, at 34. The European Particle Physics Laboratory ("CERN"), which developed the World Wide Web ("WWW"), is a nuclear research organization located in Switzerland. Id. CERN is the French acronym for the European Laboratory for Particle Physics. Shiple & Fish, supra note 2, at 115.

27. Shiple & Fish, supra note 2, at 115. The WWW is a system that exchanges information between users' computers and a server so users can share information on a network. Id. A server consists of software that allows a computer to offer a service to another computer and the computer on which the server software runs. Dennis, supra note 2, at 586. Software consists of programs used to direct the operation of a computer. Id. Users exchange information on the WWW through web pages, a file on a computer directly connected to the Internet by servers. Charles Waltner, Internet Hits and Errors, MULTICHANNEL NEWS, Mar. 25, 1996, at 40B. Hypertext Markup Language ("HTML") the programming language used to create most web pages, allows content providers to link Web pages together in a web-like fashion. See Shiple & Fish, supra note 2, at 115 (discussing HTML). By clicking on these hyperlinks, represented by words or pictures, users can jump from one web page to another, even if stored on a different server. See id. (discussing hyperlinks).

28. See British Minister Opens CERN World Wide Web Days, M2 PRESSWIRE, Mar. 30, 1995, available in WESTLAW, Allnewsplus Database [hereinafter British Minister Opens] (noting that WWW "has transformed the Internet from a tool for academics and com-
technologies to exchange desirable and undesirable content on the Internet.\textsuperscript{29} The Internet is an international system with no centralized control over the types of content transmitted on it.\textsuperscript{30} Consequently, attempts to identify and control undesirable Internet content have been mostly technology-based, as opposed to centralized, government imposed content regulations by such alliances as the European Union.\textsuperscript{31}

\textbf{A. History of the Internet}

In 1969, the U.S. Department of Defense's Advanced Research Projects Administration\textsuperscript{32} established the ARPANet,\textsuperscript{33} a

\begin{itemize}
  \item \textsuperscript{29} See Karen S. Frank, \textit{Potential Liability on the Internet}, 437 PLI/PAT 417, 424-25 (1996) (detailing technologies used for content exchange, including electronic mail ("e-mail"), Usenet, real-time communications, and WWW). E-mail consists of "messages from one individual to another sent via telecommunication links between computers or terminals." \textit{Id.} Usenet is a series of networks on the Internet where users can place messages into topical groups, called newsgroups. \textit{Daniel P. Dern, The Internet Guide for New Users} 196 (1994). Real Time communications allow users to engage in immediate dialogue with others on the Internet. \textit{American Civil Liberties Union}, 929 F. Supp. 824, 835 (E.D. Pa 1996).
  \item \textsuperscript{30} See Randolph Stuart Sergent, \textit{The "Hamlet" Fallacy: Computer Networks and the Geographic Roots of Obscenity Regulation}, 23 HASTINGS CONST. L.Q. 671, 676 (1996) (discussing Internet's lack of central control). The Internet has no center and each computer added to the Internet becomes a parallel part of the overall network. Wendy Grossman, \textit{All You Never Knew About the Net . . . .}, \textit{Independent}, July 15, 1996, at 15. Any computer can connect to the Internet as long as it uses set protocols. \textit{Id.} A protocol is how computers communicate. \textit{British Minister Opens}, supra note 28.
  \item \textsuperscript{31} Sara Woodard, \textit{Living Out Of Site, Out Of Mind It's 10 P.M. Do You Know What Your Kids Are Doing On The Internet}, \textit{New Orleans Times-Picayune}, Jan. 5, 1997, at C1 (discussing technology-based control of Internet access as opposed to governmental control).
  \item \textsuperscript{32} Edwin Diamond et al., \textit{The Ancient History of the Internet}, \textit{Am. Heritage}, Oct. 1, 1995, at 34. The U.S. Department of Defense created the Advanced Research Projects Agency ("ARPA") during the Cold War, charging it with allotting funds for high-tech research. \textit{Id.} ARPA's priorities included military projects on command, control, and communication. \textit{Id.}
  \item \textsuperscript{33} \textit{Id.} ARPA is an acronym for Advance Research Projects Administration Network. \textit{Id.} ARPA funded ARPA Net to test the feasibility of using computers from the battlefield, to test the feasibility of a communication network that the military could use
\end{itemize}
computer network\textsuperscript{34} enabling reliable transmissions of communications between institutions conducting U.S. defense-related research.\textsuperscript{35} ARPANet implemented a process called "packet-switching"\textsuperscript{36} to preserve the network's operability in the event of an enemy attack.\textsuperscript{37} Packet-switching is a process by which a computer divides a message sent from one computer to another into separate pieces of data, known as packets.\textsuperscript{38} Each packet takes a different route, along different computers and networks, to the ultimate destination computer, which reassembles the total message.\textsuperscript{39} If part of the network becomes inoperable, due, for example, to a nuclear attack, this process automatically reroutes the packet through a different path to the ultimate destination computer.\textsuperscript{40}

during and after a nuclear World War, and to enable researchers throughout the country to share computers so that the Department of the Defense could save money. \textit{Id.} At the time that ARPA established ARPANet, computers were large and expensive, with one computer often taking up an entire room. \textit{Where Wizards Stay Up Late: The Origin of the Internet}, PUBLISHERS WKLY, July 15, 1996, at 65 [hereinafter \textit{Where Wizards Stay}]. These computers were unable to communicate with other computers. \textit{Id.}

34. See Cataldo, supra note 2, at 1290 (defining network).
38. Diamond, et al., supra note 32, at 34.
39. Golding, supra note 37, at 70. The process of sending information directly between two computers would have been much quicker than packet switching, because packets do not always take the most direct route to the destination. \textit{Id.} Packet switching, however, allowed for decentralized control, circumventing centralized control centers that are more vulnerable to military attack. Diamond, et al., supra note 32, at 9.

\textit{Pretend I (in Boston) am sending you (in San Francisco) this paragraph. Each Packet (containing, say ten letters, its sequence number, plus your name and address) can in principle take a different route, one via Denver, one via Chicago, one via Dallas, and so on. Imagine now, when they line up in San Francisco, they discover that packet six is missing . . . . So let's pretend that packet six went through Minneapolis, which, at the very same moment, was struck by an enemy missile. Packet six was lost. As soon as packet six is determined to be missing, the other packets ask Boston to resend it (not via Minneapolis this time). This means that to stop a message from getting from me to you, one needs to wipe out most of America, as there will always be an available path of some sort.}

\textit{Negroponte, supra note 25, at 234.
Over time, different institutions added networks to ARPANet and, through the added networks, connected individuals around the world. By 1982, the term Internet emerged to describe ARPANet and the added networks. The number of host computers connected directly to the Internet reached 10,000 by 1987, 100,000 by 1989, and 1,000,000 by 1991. Estimates place the current number of users as high as forty million, with that figure expected to grow to 200 million by the year 1999.

Tim Berners-Lee, a U.K. national, supervised CERN's development of the WWW in 1989 to allow physicists around the world to collaborate and publish papers. Berners-Lee introduced the concept of hypertext transfer protocol ("http") which enables users' computers to present different types of content together on one document, known as a web page. The information provided in web pages is not limited to text and graphics, but can take the form of any type of content.

41. See History of the Internet, KAN. CITY STAR, Apr. 21, 1996, at 2 [hereinafter History of the Internet] (noting continuous increase in Internet users over time).

42. Id.

43. See Shipley & Fish, supra note 2, at 115 (defining host computers).

44. History of the Internet, supra note 41, at 3.


46. See American Civil Liberties Union, 929 F. Supp. at 831 (discussing exponential growth of Internet).

47. Jack Schofield, Berners-Lee Goes for a Gong He Wrote the Programs, Protocols and Languages That Make the World-Wide Web Tick, GUARDIAN, July 11, 1996, at 5. Although Berners-Lee developed the WWW in October 1990, he did not release it inside CERN until December 1990 and did not place it on the Internet until 1991. Id.


49. See British Minister Opens, supra note 28 (noting that hypertext transfer protocol ("http") allows linkage of related pieces of information on computers, and providing example of user seeing highlighted word or phrase and using mouse to choose word or phrase to access additional information).

50. Eugene Volokh, Computer Media for the Legal Profession, 94 MICH. L. REV. 2058, 2062 (1996). Entities maintaining web pages sometimes sell advertising on them. American Civil Liberties Union, 929 F. Supp. at 847. Such entities depend on a demonstration that the sites are widely available and frequently visited to secure advertising revenue. Id.

51. EDUCATOR'S GUIDE TO THE INTERNET 219 (Mary Sandy ed., 1997) [hereinafter EDUCATOR'S GUIDE]. See Shipley & Fish, supra note 2, at 115 (discussing that content providers can include computer programs in their web pages, for example, bank could include calculator in web page).
also allows users to interact with web pages through hyperlinks.\textsuperscript{52} By choosing hyperlinks from web pages, a user's computer automatically locates and displays different parts of the same web page or completely different web pages.\textsuperscript{53} The WWW thus enables users to access additional web pages from initial web pages without typing anything into the computer and without knowledge of which computer on the Internet contains the additional web pages.\textsuperscript{54}

By the beginning of 1993, there were approximately 50 servers for the WWW.\textsuperscript{55} Today, there are over 100,000 servers.\textsuperscript{56} Computer historians credit the WWW, due to its graphical and interactive nature, with changing the Internet from something that only scientists used to something that non-scientists find useful.\textsuperscript{57}

In order to maintain standards for the WWW, CERN established the World Wide Web Consortium\textsuperscript{58} ("W3C") in collaboration with the U.S. Defense Advanced Research Projects Agency\textsuperscript{59} ("DARPA") and the Commission.\textsuperscript{60} Today, W3C continues to draw international support, with sponsors including the Massachusetts Institute of Technology Laboratory for Computer Science,\textsuperscript{61} the French National Institute for Research in Computer
Science and Control\(^{62}\) ("INRIA"), and Japan's Keio University.\(^{63}\) The W3C currently works on new projects to make the WWW more efficient.\(^{64}\)

**B. Internet Content Exchange Technologies**

Users can access the Internet either through their own direct Internet connections or through connections of others, including connections of Internet service providers ("ISP").\(^{65}\) Any user connected to the Internet may either transmit or receive content.\(^{66}\) Users exchange content on the Internet in the form

\(^{62}\) W3C Issues PICS, supra note 61. Institut National de Recherche en Informatique et en Automatique ("INRIA"), the French National Institute for Research in Computer Science and Control, conducts both fundamental and applied research, transfers research results to the computer industry, and is currently researching information processing, advanced high speed networking, structured documents, and scientific computation. Id. INRIA has five research units located at Rocquencourt, Rennes, Sophia Antipolis, Nancy, and Grenoble. Id.

\(^{63}\) Web Body Seeks Asian Host, Newsbytes, Oct. 17, 1996, at 2; W3C, Keio University Joins, (visited Sept. 25, 1996) <http://www.w3.org/pub/WWW/Press/Keio-PR.html> (also on file with the Fordham International Law Journal). Keio University, which has five campuses in Tokyo, is one of the oldest private universities in Japan, and is one of Japan's foremost computer science research laboratories. W3C Issues PICS, supra note 61. Keio University takes part in joint projects with industry and government organizations researching network and digital media technology. Id. Keio University has only hosted the project since September 1996. Id; American Civil Liberties Union, 929 F. Supp. at 858-59 (providing full list of W3C participants). Participants of W3C include many major Internet Service Providers, hardware and software companies, Internet content providers, and consumer organizations. Id.

\(^{64}\) Grossman, supra note 30, at 15. WC3 is currently working on ways, for example, to store content coming from one country on a server in a second country for temporary retrieval by residents of the second country, to speed up access to the content in the second country. Id.

\(^{65}\) See Commission Communication, supra note 13, COM (96) 487, at 18-24 (discussing recommendations). The term Internet Service Provider ("ISP") refers generically to organizations providing access to the Internet. Id. at 8. Other terms that refer to organizations providing access to the Internet include On-Line Service Providers and, simply, access providers. Id.

\(^{66}\) See Shea ex rel. American Reporter, 930 F. Supp. at 929-30 (relating relative ease of putting content on Internet). Posting refers to sending content to usenet. Dennis, supra note 2, at 586; see Dern, supra note 29, at 196 (defining Usenet as series of networks on Internet where users can place messages into topical groups, known as newsgroups).
of text, images, sounds, or computer programs. Users employ several types of technologies for exchanging content on the Internet, including e-mail, real-time communication, Usenet, File-Transfer Protocol ("FTP"), and the WWW.

1. E-mail

E-mail, the most widely used Internet technology, allows users to transmit content to other users. Knowing a particular e-mail address does not necessarily provide information about the person using that address. No directory exists to

67. Boyle, supra note 3(discussing types of Internet content).
68. See Frank, supra note 29, at 424-25 (defining e-mail).
69. Id. (defining real-time communication)
70. See Dern, supra note 29, at 196 (defining Usenet as multiple networks on Internet where users can place messages into topical groups, called newsgroups).
71. Dominic Andreano, Cyberspace: How Decent Is the Decency Act, 8 St. Thomas L. Rev. 593, 596 (1996). File-Transfer Protocol ("FTP") is a protocol enabling users to exchange content with other computers connected to the Internet. Id.
73. See Diamond, et al., supra note 32, at 34 (stating "E-mail, of course, is the most widely used of the [Internet] services, the most convenient and the most functional."). E-mail usually travels as several packets of information, which a computer reassembles into the original form at its final destination. Negroponte, supra note 25, at 234; see supra note 39 and accompanying text (detailing packet switching-technology).
74. American Civil Liberties Union, 929 F. Supp. at 847. When users send content over the Internet, they must provide a destination, referred to as an address, that is specific to the message's intended recipient and that other users use to retrieve that content. Id. Every address has two parts. Dern, supra note 29, at 69. One part identifies the network on the Internet and the other part identifies a particular computer on the network. Id. Computers display addresses either as numbers, referred to as an IP address, or as alphanumeric fields, referred to as domain names. Id. at 73. Domain names, which consist of two or more alphanumeric fields separated by periods, do not necessarily provide information about users. Id. Some fields, however, may indicate an address' country of origin or whether a government, commercial, or educational institution uses the address. Id. at 74. A Uniform Resource Locator ("URL") is an address structure the WWW uses to access a specific server and file on the server. Educator's Guide, supra note 51, at 219. URLs can invoke the http protocol on the WWW as well as FTP and Usenet. Id.
75. See Dern, supra note 29, at 69 (discussing potential anonymity of e-mail addresses).
76. Shea ex rel. American Reporter, 980 F. Supp. at 927; American Civil Liberties Union, 929 F. Supp. at 845. An e-mail address would provide a user's name only if the user chooses to use his or her name in the e-mail address. Id. A user may use an e-mail "alias" or an anonymous remailer, a service that converts e-mail return addresses to pseudonyms and renders the mail untraceable, to completely hide the user's identity. Id.
match all e-mail addresses with particular users,\textsuperscript{77} and users can also avoid disclosing their true e-mail addresses by using anonymous remailers or aliases.\textsuperscript{78}

2. Real-Time Communication

Real-time communication enables users to engage in conversations with other users on the Internet.\textsuperscript{79} This technology enables users to communicate directly, either by typing messages through internet relay chat ("IRC")\textsuperscript{80} or by speaking directly to other users through Internet telephony.\textsuperscript{81} IRC allows multiple users to communicate simultaneously, all seeing what other users type into the computer.\textsuperscript{82} Internet telephony allows users to communicate on the Internet in the way one would use a telephone, except that with Internet telephony, users speak into a microphone attached to their computers.\textsuperscript{83} Using Internet te-

\begin{itemize}
\item\textsuperscript{77} See Dern, supra note 29, at 71 (arguing that lack of comprehensive directory of Internet addresses is one of biggest obstacles to using Internet).
\item\textsuperscript{78} Shea ex rel. American Reporter, 990 F. Supp. at 927. Users, for example, can send e-mail via an anonymous remailer. \textit{Id}.
\item\textsuperscript{79} See American Civil Liberties Union, 929 F. Supp. at 855 (explaining that real time communications allow user to communicate in "real time," carrying on conversations as one would over telephone).
\item\textsuperscript{80} Frank, supra note 29, at 425. Internet Relay Chat ("IRC") enables two or more users to communicate. \textit{Id}. IRC is a collection of several networks connected to the Internet that enables servers to send text messages to other servers connected to the networks. Tim Blangger, Basics Of IRC, the World's Chat Room, \textit{Buffalo News}, Nov. 12, 1996, at D10. The three main IRC networks are Eris Free Net, which approximately 15,000 users may employ at any one time and is the largest of the IRC networks, Undernet, which can accommodate about 10,000 users, and Dalnet, which can accommodate about 5000 users. \textit{Id}. To communicate using IRC, users need to be using the same network and the same channel of the network. \textit{Id}. A channel is a specific part of a network. \textit{Id}.
\item\textsuperscript{82} Shea ex rel. American Reporter, 990 F. Supp. at 928.
\item\textsuperscript{83} Moran, supra note 81, at D9. To communicate using Internet telephony, both users in a conversation must have computers with microphones and speakers and connect to the Internet. Somogyi, supra note 81, at 2. Both users must use the same In-
lephony, users may contact someone that they know or choose someone from a list of users who subscribe to an Internet telephony service. Current technology allows no effective way of determining any characteristics of members of IRC or Internet telephony because users know other participants only by the names the participants choose upon entering the group.

3. Usenet

Usenet is different from real time communications in that users do not communicate directly with each other. Users instead communicate through posting messages to subject-specific sections of usenet, referred to as newsgroups. Users can transmit and receive any type of content to and from the newsgroups. Presently there are newsgroups covering more than twenty-five thousand subjects. Each day, users transmit almost 100,000 postings to these newsgroups. Once users post messages to newsgroups, anyone with access to usenet can view the messages.

4. FTP

FTP enables users to send files from one computer to another on the Internet. Users providing content through FTP...
can require a password for access.\textsuperscript{94} Content providers\textsuperscript{95} using FTP who allow anyone to access the content have no way of knowing who will gain access to that content.\textsuperscript{96}

5. The WWW

The WWW is the most widely used interactive Internet technology.\textsuperscript{97} Like other content exchange technologies, the WWW is not separate from the Internet, but works on the Internet.\textsuperscript{98} The WWW, like FTP, enables users to transfer files from remote computers to their own local computers.\textsuperscript{99} Unlike FTP, however, the WWW uses a different protocol, http, which allows users to incorporate hyperlinks, graphics, and audio into web pages.\textsuperscript{100}

C. Undesirable Content

Governments disagree over the definition of undesirable content.\textsuperscript{101} Many governments find some degree of sexually explicit content undesirable.\textsuperscript{102} What may be illegal and thus, un-
desirable in one country, may not be illegal in another country. Governments might also find undesirable other types of content, including content that threatens national security, human dignity, minors, and economic security.

D. Shielding Users From Undesirable Internet Content

Blocking access to undesirable content is a two-step process. First one must determine that an Internet address contains such content. Then one must prevent access to the content.

1. Methods of Discerning Whether Internet Addresses Contain Undesirable Content and Whether Internet Content is undesirable

A user can discern if an Internet address contains undesirable content in various ways. Users may employ a word and character search which determines if content is undesirable based on the words or characters that comprise the content's the Internet, but a U.S. Federal court has held that there is no evidence that sexually explicit content constitutes a substantial, or even significant, portion of the content available on the Internet. Shea ex rel. American Reporter, 930 F. Supp. at 931.


105. CompuServe May Quit Germany Over Censorship Bill, COMPUTERGRAM INT'L, Nov. 19, 1996, at 2 (relating German Government’s desire to ban content demeaning to human dignity such as child pornography and neo-Nazi content).

106. Reduced Bail Denied in Internet Sex Case South Whitehall, ALLENTOWN MORNING CALL, Oct. 16, 1996, at B03. Some users have corresponded with children on the Internet in order to lure them into sexual encounters. Id. The California Police, for example, recently arrested a man for using the Internet to seek a sexual encounter with a 12-year-old boy. Id.

107. See East Asian Censors, supra note 104, at 19 (discussing undesirable content in Burma and Burma’s prohibition on sending or receiving information on such topics as state security, economy, and national culture).

108. See Danesh, supra note 18, at 2.

109. Id.

110. Id.


112. See id. (discussing word and character search). A user may conduct a word and character search to search for characters or words that comprise an Internet address to determine if an address contains sexually explicit content. Id. Parents use software based on this method to protect their children. Id. Addresses, however, do not always contain words or characters signifying their content. Id.
address. The content provider may prompt the user, informing the user of the type of content contained at that address. An Internet address may also contain a rating, indicating the type of content at that address.

a. Word and Character Search

One method of discerning whether an Internet address contains undesirable content is by looking to the words or characters that make up the Internet address and using those words or characters as an indicator of what type of content the Internet address contains. One Internet address, for example, is www.sex.com. The word "sex" in that address may indicate that the address contains sexually explicit content. Users can configure the software they use to access the Internet to prevent access to addresses with objectionable words or phrases.

b. Prompting

Users can also discern whether an Internet address contains undesirable content if content providers prompt users. Present technology enables a server to inform users of the type of content contained on a particular address or to query users for

---

113. Id.
114. American Civil Liberties Union, 929 F. Supp. at 845. When users attempt to retrieve content from a web page, the operator of the web page can prompt the user for information as a prerequisite for access. Id.
116. See Danesh, supra note 18, at 2 (defining rating as labeling content based on any number of criteria).
117. See id. (defining rating and providing examples of rating).
120. See Shea ex rel. American Reporter, 930 F. Supp. at 982 (noting that word "sex" or characters "xxx" might indicate sexually explicit content). In 1996, the America Online ban of the use of the word "breast" was met with protests from breast-cancer survivors. Edwin Diamond, Censorship in Cyberspace, PLAYBOY, June, 1996, at 70; see Clint Swett Bee, America Offline: Throngs Of Users Join AOL — And Get Busy Signals, SACRAMENTO BEE, Jan. 15, 1997, at D1 (noting that America Online provides both access to Internet and its own proprietary content for fee). In 1996, the White House’s web page referred to the President’s family as the first couple. Id. Some software prevented access to the web page because “couples” was a trigger word for that software. Id.
122. Id.
information before granting them access to web pages. Based on this information, servers can then grant or deny access to a particular web page or a series of web pages. Technologies other than the WWW do not have the ability to prompt and grant access.

c. PICS Based Rating

Rating is a process of labeling content as a shorthand to describe the content. Content providers and third parties can rate either an Internet address or an Internet address' content, indicating the content type. One expert has suggested rating content by inserting "-L18" into an Internet address to indicate that the site is not suitable for individuals under the age of eighteen years old.

The WC3 developed PICS consists of technical specifications that provide Internet standards for rating formats. Prior to PICS's implementation, there was no standard for labeling. PICS is analogous to specifying the place on a package that a label should appear and the size of the label, without specifying

123. American Civil Liberties Union, 929 F. Supp. at 845. Although technology is available, not all available software is capable of responding to such prompts by a web page. Id. at 845-46. Some large on-line service providers, for example, such as America Online and CompuServe, do not use software capable of responding to web page prompts. Id.

124. See Shea ex rel. American Reporter, 930 F. Supp. at 933-34 (discussing process of web pages granting or denying access). Content providers could prompt users for a credit card or some type of an adult identification code before allowing access to web pages. American Civil Liberties Union, 929 F. Supp. at 847 (noting that cost to web page providers in designing and maintaining adult access code screening systems and cost of using third party verification services, which do not charge web page providers to register their web pages, but charge users instead, may be prohibitive).


131. Id.
what the label should say. The European Commission refers to as a wide coalition supports PICS as a standard for rating content, including hardware and software manufacturers, ISPs, publishers, and content providers.

PICS can work with any Internet content exchange technology that has an address based on the uniform resource locator ("URL") technology, including the WWW, FTP, and Usenet. W3C has proposed a URL naming system for IRC which would enable PICS to work with these technologies. The only Internet content exchange technology that PICS cannot work with is e-mail. Software that recognizes ratings based on PICS is currently available.

Content providers and third party rating services can rate Internet content. The content provider places his or her rating of the content in the content’s address. One or more third party rating services can also rate the content without the

---

132. Id. at 2.
133. See Commission Communication, supra note 13, COM (96) 487, at 21-23 (detailing recommendations).
134. Id.
135. Shea ex rel. American Reporter, 990 F. Supp. at 993; see Educator’s Guide, supra note 74, at 219 (defining URL as address structure for WWW that other technologies can also use).
137. Resnick & Miller, supra note 130, at 87; Frequently Asked Questions, supra note 127.
138. Resnick & Miller, supra note 150, at 87; Shea ex rel. American Reporter, 930 F. Supp. at 992; see Frequently Asked Questions, supra note 127 (discussing technologies that will and will not work with PICS technology).
139. Shea ex rel. American Reporter, 930 F. Supp. at 992; American Civil Liberties Union, 929 F. Supp. at 839. Microsoft’s Internet Explorer 3.0, one of the leading software packages for using the Internet, is not only PICS-compatible, but also is free of charge. Shea ex rel. American Reporter, 930 F. Supp. at 992. This software allows parents to specify appropriate levels of violence or nudity at rated sites and view and block access to all unrated Internet sites. Id.
140. Shea ex rel. American Reporter, 930 F. Supp. at 992; see PICS Rating Services, PICS (last visited March, 12, 1997) <http://www.classify.org/pics.htm> (also on file with the Fordham International Law Journal) (listing links to several rating services providing different ways to categorize content).
141. DTI: Ian Taylor Challenges Internet Service Providers—“Develop New Software to Come Clean”, Presswire, Aug. 16, 1996, available in WESTLAW, Allnewsplus Database. The content provider first connects to a self-labeling service and describes the content to the service by filling out an on-line questionnaire. Frequently Asked Questions, supra note 127. The Internet content provider places a PICS compatible tag that the service provides in the address of the content. Id.
consent of the content provider.\textsuperscript{142} Third parties place their ratings of particular content on a separate server that PICS refers to as a label bureau.\textsuperscript{143} The same content may receive different ratings from different third parties.\textsuperscript{144} Parents or countries can choose a rating service whose judgments are based on values close to their own.\textsuperscript{145} Individual countries can also act as their own rating service.\textsuperscript{146}

To block access to undesirable content, a user first indicates to the PICS compatible software a list of the categories of content that the user considers undesirable.\textsuperscript{147} When a user tries to access content at a particular site, the user’s software will check the ratings of the content against the list of undesirable categories.\textsuperscript{148} The software can check the content provider’s rating and the ratings of a particular third party, multiple third parties, or no third party.\textsuperscript{149} If the content’s ratings match the user’s list of categories to exclude, the software will prohibit access.\textsuperscript{150} The software can also limit users’ access only to rated content.\textsuperscript{151}

2. Methods of Shielding Users from Undesirable Content On the Internet

To shield users from undesirable content on the Internet, censors\textsuperscript{152} can prevent the transmitting of undesirable content


\textsuperscript{143} Resnick & Miller, \textit{supra} note 130, at 87; \textit{Frequently Asked Questions}, \textit{supra} note 127.

\textsuperscript{144} Resnick & Miller, \textit{supra} note 130, at 87; W3C, \textit{PICS Statement of Principles} (visited Sept. 19, 1996) <http://www.w3.org/pub/WWW/PICS/principles.html> (also on file with the \textit{Fordham International Law Journal}).

\textsuperscript{145} Danesh, \textit{supra} note 18, at 2; \textit{Frequently Asked Questions}, \textit{supra} note 127. The PICS web page provides a list of rating services. W3C, \textit{PICS Self-Rating Services} (last modified Sept. 14, 1996) <http://www.w3.org/pub/WWW/PICS/selfrat.htm> (also on file with the \textit{Fordham International Law Journal}).

\textsuperscript{146} Shea ex rel. American Reporter, 930 F. Supp. at 932; see \textit{Frequently Asked Questions}, \textit{supra} note 127 (discussing how countries could use PICS).


\textsuperscript{149} Sidebar, \textit{DIGITAL KIDS REP.}, Mar. 1, 1996 at 2; \textit{Frequently Asked Questions}, \textit{supra} note 127.

\textsuperscript{150} Brody, \textit{supra} note 148, at 5; \textit{Frequently Asked Questions}, \textit{supra} note 127.

\textsuperscript{151} Commission Communication, \textit{supra} note 13, COM (96) 487, at 22.

\textsuperscript{152} \textit{See} \textit{BLACK’S LAW DICTIONARY} 153 (6th ed. 1991) (defining censorship as “review of publications, movies, plays, and the like for the purpose of prohibiting the pub-
to the Internet. Censors can remove undesirable content from the Internet. Censors can also prevent users from retrieving undesirable content.

a. Preventing the Transmitting of Undesirable Content to the Internet

Censors can prevent the transmitting of undesirable content to the Internet by stalling content in transit. They may then scan the content for key words or phrases, and view it for undesirable audio or visual displays. The stall and scan approach delays the forwarding of content to the Internet.

b. Removing Undesirable Content from the Internet

Censors can shield users by forcing removal of undesirable content already placed on the Internet. Censors, for example, may force the content providers responsible for placing undesirable content on the Internet to remove the content. Countries can do so only for content providers located within their respective boundaries because countries have no direct control over content that users place on servers in other countries.

---

153. Hole In Defense, Dow Jones Asian Equities Rep., Sept. 10, 1996, available in WESTLAW, Allnewsplus Database [hereinafter Hole In Defense]. For a government to censor content before users place it on the Internet, the government must force the user to access the Internet via government computers. Id. The government could then decide whether or not to place the content on the Internet. Id.


155. See Commission Communication, supra note 13, COM (96) 487, at 19-21 (discussing ways of preventing users from retrieving undesirable content, including allowing access only to sites known not to have desirable content or not allowing access to sites known to have undesirable content).

156. See Hole In Defense, supra note 153 (discussing that in order to stall content in transit, government must force users to send content via government computers).

157. See Steven Mufson, Chinese Protest Finds a Path on the Internet, Wash. Post, Sept. 17, 1996, at A09 (noting that governments cannot completely censor Internet content before users place it on Internet if content is in some type of code).

158. Id. If users encrypt content the stall and scan approach cannot discern undesirable content. Id. To encrypt is to decipher or decode. Id.

159. Banned President Mitterand Book, supra note 16, at 2

160. Id.

161. Robert Uhlig, Lords of the Net to Patrol Their Creation, Daily Telegraph, Sept. 24, 1996, at 8 (relating that governments have no control over ISPs located abroad).
c. Preventing Retrieval of Undesirable Content

One way to prevent access to Internet addresses containing undesirable content is through whitelisting, which allows access only to Internet addresses that censors choose. Another way is through blacklisting, the blocking of users' access to Internet addresses known to contain undesirable content. A third method of preventing access is by using software that prevents access based on a word and character search, prompting, or rating.

A country can directly allow or deny access to Internet addresses through the use of governmental proxy servers. A country can indirectly blacklist by mandating that ISPs not allow users to access Internet sites containing undesirable content. A country can indirectly whitelist by mandating that ISPs only allow users to access Internet sites containing desirable content. Individuals can prevent themselves or family members from accessing undesirable content by using software that blocks access based on ratings, character search techniques, or blacklisting. Software based on the whitelisting technique enables a

162. See Commission Communication, supra note 15, COM (96) 487, at 20 (defining whitelisting as allowing access only to sites known not to have undesirable content).
163. Id.
164. See id. at 20 (defining blacklisting as act of blocking users access to Internet addresses known to contain undesirable content).
165. See Hole In Defense, supra note 153 (noting that blacklisting identifies offending sites not by content, but by addresses).
167. Id.; see supra note 112 and accompanying text (discussing use of word and character search).
168. Commission Communication, supra note 18, COM (96) 487, at 20; see supra note 114 and accompanying text (discussing prompting).
170. See Michael Richardson, Singapore Seeks to Assure Users on Internet Curbs, Int'l Herald Tribune, Oct. 14, 1996, at 11, (noting that proxy servers are computers that screen all requests made by users and block access to banned sites); Joshua Gordon, Cyber-Censorship Grows in East Asia, L.A. Times, Sept. 27, 1996, at B9 (relating Singapore forcing its ISPs to route their users through governmental proxy servers).
171. See Minson, supra note 16, at 2 (discussing U.K. police hinting at arrests if ISPs did not prevent access to newsgroups containing illegal content).
172. Commission Communication, supra note 13, COM (96) 487, at 20; see supra note 162 and accompanying text (discussing whitelising)
173. American Civil Liberties Union, 929 F. Supp. at 840-41 (explaining that individuals block access to Internet addresses by using software that first consults list of known addresses that contain undesirable content and then blocks access to addresses according to criteria chosen by individuals).
user to block all sites except for those that the user specifically chooses to make available.\textsuperscript{174}

\section*{E. European Union}

In 1993, the Treaty of European Union created the European Union.\textsuperscript{175} The European Union strives for economic integration through the creation of a common market\textsuperscript{176} with four freedoms: the free movement of goods, services, persons, and capital.\textsuperscript{177} The European Union also guarantees the right to freedom of expression.\textsuperscript{178}

\subsection*{1. Establishment of European Union}

Concern over the use of steel and coal resources eventually led to the establishment of the European Union.\textsuperscript{179} Following World War II, the United States and the United Kingdom called for the rearming of Germany as a buffer against Soviet expansion, while France cautioned against doing so.\textsuperscript{180} Because the coal and steel industries were integral parts of both economic and military rebuilding, the 1951 Treaty of Paris created the European Coal and Steel Community\textsuperscript{181} ("ECSC"), which regulated the production of coal and steel as a compromise position all

\begin{thebibliography}{100}

\bibitem{175} TEU, supra note 11, art. G, O.J. C 224/1, at 5 [1992] 1 C.M.L.R. at 728.

\bibitem{176} See EC Treaty, supra note 12, art. 2, [1992] 1 C.M.L.R. at 588 (noting that Community shall "[establish] a common market" and asserting that common market provides principal medium to achieve Community functions).

\bibitem{177} See id., art. 3, [1992] 1 C.M.L.R. at 588 (providing that activities of European Community shall include "an internal market characterized by the abolition, as between Member States, of obstacles to the free movement of goods, persons, services, and capital.").

\bibitem{178} Id.; see supra note 22, and accompanying text (detailing EU freedom of expression).

\bibitem{179} \textsc{George A. Bermann et al., Cases and Materials on European Community Law} 5 (1993) (noting that France's fear of German use of coal and steel resources led to formation of European Union).

\bibitem{180} Id.

\end{thebibliography}
parties could accept.182 The Treaty of Paris signatories included France, Germany, Belgium, Italy, Luxembourg, and the Netherlands.183 In 1957, these six countries signed the Treaty of Rome,184 establishing the European Economic Community (“EEC”).185 In 1993, the Treaty of European Union replaced the term European Economic Community with the term European Community.186 The European Union Member States now include Austria, Belgium, Denmark, Finland, France, Germany, Greece, Spain, Ireland, Italy, Luxembourg, the Netherlands, Portugal, Sweden, and the United Kingdom.187

2. The Common Market and the Four Freedoms

The EC Treaty envisages economic integration through the creation of a common market188 with four freedoms, the free movement of goods, services, persons, and capital.189 The free movement of goods requires removal of impediments to the free flow of goods in Member States, including elimination of Member States’ customs duties and internal taxes.190 The free movement of services includes the right of any national to travel

182. BERMANN ET AL., supra note 179, at 5. France originally proposed the Schuman plan, which eventually became the ECSC, named after France’s foreign minister. Id. The Schuman plan placed all of Franco-German steel and coal production under a single authority, the High Authority, and allowed other countries to participate. Id. The High Authority would make decisions for the participating countries without their agreement. Id.

183. BERMANN ET AL., supra note 179, at 7.


187. See id., pmbl., O.J. C 224/1, at 2 (1992), [1992] 1 C.M.L.R. at 725-26 (noting that until 1995, twelve EU Member States were Belgium, Denmark, France, Germany, Greece, Spain, Ireland, Italy, Luxembourg, Netherlands, Portugal, and United Kingdom).

188. See EC Treaty, supra note 12, art. 2, [1992] 1 C.M.L.R. at 588 (asserting that European Community shall establish common market and that common market provides principal medium to achieve Community functions).

189. See id., art. 3, [1992] 1 C.M.L.R. at 588 (providing that activities of European Community shall include “an internal market characterized by the abolition, as between Member States, of obstacles to the free movement of goods, persons, services, and capital.”).

190. See id., arts. 9-37, [1992] 1 C.M.L.R. at 594-606 (detailing requirements of free
within the Member States to receive services,\textsuperscript{191} while the free movement of persons gives workers the right to accept employment in any Member State.\textsuperscript{192} Free movement of capital entails a prohibition on placing restrictions on the movement of capital.\textsuperscript{193}

3. Freedom of Expression

The European Union guarantees freedom of expression.\textsuperscript{194} Member States also provide for freedom of expression in their respective constitutions.\textsuperscript{195} The exercise of this right is subject to limitations for certain reasons, including the protection of health or morals and the prevention of crime.\textsuperscript{196} Concern with the protection of minors has led to a limitation on freedom of expression through media regulation in the European Union.\textsuperscript{197}
II. COUNTRIES' ATTEMPTS AT REGULATING CONTENT ON THE INTERNET

Countries around the world are attempting to prevent undesirable Internet content from reaching their citizens.\(^{198}\) The first country to take action against undesirable content on the Internet was an EU Member State, Germany.\(^{199}\) Both EU Member States\(^{200}\) and non-EU Member States have since taken actions to combat undesirable Internet content.\(^{201}\)

A. European Union

EU Member States have made several attempts to regulate the Internet.\(^{202}\) Among the Member States that have attempted such regulations are Germany, France, and the United Kingdom.\(^{203}\) In October 1996, the European Commission issued recommendations for a unified EU response to Internet regulation.\(^{204}\)

1. Individual Member States

During the past two years, several EU Member States have tried to stop their citizens from accessing undesirable content on the Internet.\(^{205}\) In December 1995, German police requested that an ISP block the transmission of pornographic content on

---


\(^{199}\) See *A Land of New Media Apathy*, supra note 16, at 8 (discussing German and French attempts at regulating Internet).

\(^{200}\) See Knoll, *supra* note 198, at 275 (discussing attempts at regulating Internet by EU Member States, including Germany and France).


\(^{202}\) See *A Land of New Media Apathy*, supra note 16, at 8 (discussing attempts of German and French Governments at regulating Internet).

\(^{203}\) See *id.* (detailing German police request that CompuServe block access to newsgroups containing pornographic content).


\(^{205}\) See Wanchek, *supra* note 17 (discussing attempts at regulating Internet by several EU Member States, United States, and China).
the Internet. In January 1996, the French Government tried to remove a banned book from the Internet. The United Kingdom, concerned about pornographic Internet content, initiated plans in October 1996 to stop such content from reaching British citizens.

a. Germany

The growth of the Internet in Germany has been slow. As of 1996, only two percent of German citizens report that they use the Internet at home or at work. Seventy-eight percent reported that they had never heard of the Internet.

In December 1995, Germany became the first EU Member State to attempt to regulate the Internet. German police requested that CompuServe, an ISP, block the transmission of pornographic newsgroups on the Internet. CompuServe first responded by blocking access to 200 newsgroups having the word sex in their addresses, but later reinstated access, instead providing subscribers with software that allows users to independently prevent access to undesirable content.

206. See A Land of New Media Apathy, supra note 16, at 8 (noting German police request that CompuServe block transmission of pornographic newsgroups on Internet).
207. Id.; see supra note 154 and accompanying text (noting France's actions in removing banned French book from Internet).
208. See Uhlig, supra note 138, at 8 (detailing U.K. proposal for protecting its citizens from undesirable Internet content); 'Safety Net' on Internet Will Catch Child Porn, DAILY TELEGRAPH, Sept. 23, 1996, at 8 (hereinafter 'Safety Net' on Internet) (discussing plan to stop undesirable content from reaching U.K. citizens).
209. A Land of New Media Apathy, supra note 16, at 8.
210. Id.
211. Id.
212. See Kimberly A. Strassel, Parents Are Given a Tool to Limit Internet Access, WALL ST. J. EUR., Aug. 22, 1996, at 4 (discussing Germany's attempts at regulating Internet by requesting that CompuServe stop access to newsgroups containing sexually explicit content).
213. See Commission Communication, supra note 13, COM (96) 487, at 15 n.11 (noting that CompuServe is U.S. based company whose services include providing access to Internet); CompuServe, Company Information (last visited October 20, 1996) <http://world.compuserve.com/world/corporate/index.html> (also on file with the Fordham International Law Journal) (detailing CompuServe's company information).
214. See Dern, supra note 29, at 196 (defining newsgroups as place on Usenet where users place messages).
215. It's a Filthy War, SCOT. ON SUNDAY, Sept. 15, 1996, at 7. Although the German police contend that they requested CompuServe's compliance, CompuServe contends that German police demanded compliance. Id.
b. France

The French Government also has tried to block access to undesirable content. In January 1996, the French Government took action against what it viewed as undesirable Internet content. The Government banned a book, which details France's President Francois Mitterand's alleged misrepresentations about his health. When this book appeared on a web page located on a server in France, the Government forced the ISP to remove the web page containing the book from the server. The banned book's content, however, soon appeared on web pages located on servers outside of France, allowing all users, including French users, to access the content. As the servers containing the content resided outside of France, the French Government could not force the removal of the content from the servers.

c. United Kingdom

The U.K. Government is concerned about the amount of child pornography on the Internet. In an attempt to stop U.K. citizens from accessing illegal content, the police, in August 1996, sent a letter to ISPs identifying 133 newsgroups that the ISPs were transmitting to their subscribers and that the police believed to be illegal. The police wanted the ISPs to regulate themselves and alluded to the possibility of arrests if the ISPs

---

217. See Wanchek, supra note 17 (detailing France's attempts at regulating Internet).
218. Dern, supra note 29, at 196.
221. Dern, supra note 29, at 196.
222. A Land of New Media Apathy, supra note 16, at 8; Greenberg, supra note 220, at 11.
223. See Uhlig, supra note 138, at 8 (noting that governments have no control over ISPs located abroad).
224. Thomas Sanction, Preying on the Young, TIME (international edition), Sept. 2, 1996, at 22. Possession of child pornography is legal in Mexico, Sweden, Japan, and Hungary. Id. In Belgium, publication of child pornography carries a maximum sentence of one year. Id.
225. Safety Net on Internet, supra note 208, at 8.
226. See Sharon Smith, To Protect or Serve?, COMPUTER WKLY, Oct. 3, 1996, at 36 (discussing legal and social ramifications of letter that police sent to ISPs); Andrew
failed to do so.\footnote{227}

After the police warning, Pipex, the largest U.K. ISP, put forth proposals for preventing undesirable content from reaching U.K. citizens.\footnote{228} The result was that Safety-Net, which began operation in October 1996, now enjoys the backing of the trade organizations that represent U.K. ISPs.\footnote{229} Safety-Net, which Pipex funded,\footnote{230} set up telephone, fax, and e-mail hotlines to allow users to notify it of illegal content on the Internet.\footnote{231} Safety-Net then informs British ISPs about the identified illegal content to which the ISPs can then block access.\footnote{232}

2. European Union

In October 1996, the Commission recommended action for combating illegal\footnote{233} and harmful\footnote{234} content on the Internet.\footnote{235} For illegal content on the Internet, the Commission recommended stronger cooperation between Member States in combating the sources of illegal content and in restricting copying of it to other places on the Internet.\footnote{236} The Commission also called for a clarification on the liability of ISPs\footnote{237} and en-

\begin{footnotesize}
\begin{itemize}
\item Minson, supra note 16, at 2.
\item British Gov't Moves To Stamp Out Internet Porn, Newbytes, Sept. 27, 1996, at 1 [hereinafter British Gov't Moves].
\item 'Safety Net' on Internet, supra note 208, at 8 (noting that trade organizations that represent U.K. ISPs, including Internet Service Providers' Association and London Internet Exchange support Safety-Net).
\item British Gov't Moves, supra note 228, at 2.
\item Uhlig, supra note 198, at 8.
\item 'Safety Net' on Internet, supra note 208, at 8.
\item See Commission Communication, supra note 13, COM (96) 487, at 10 (noting that "the Internet does not exist in a legal vacuum, since all those involved . . . are subject to the respective laws of the Member States."). "It is a matter for Member States to define what is illegal by law and to enforce it by detecting illegal activity and punishing offenders." Id. at 11.
\item See id. at 5(b) (discussing that definition of harmful content depends on cultural differences and that "each country may reach its own conclusion in defining borderlines between what is permissible and not permissible.").
\item Dern, supra note 29, at 196.
\item See Commission Communication, supra note 13, COM (96) 487, at 24-25 (calling for cooperation in exchange of "information on those providing criminal content and [enforcing] existing laws relating to criminal material," and encouraging "Member States to define minimum European standards on criminal content.").
\item See id. at 25 (pointing out "the need for a common European framework to clarify administrative rules and regulations which apply to access providers and host service providers should be assessed.").
\end{itemize}
\end{footnotesize}
couraged ISP self-regulation.\textsuperscript{238} For harmful content, the Commission recommended that content providers and rating services\textsuperscript{239} rate content based on PICS,\textsuperscript{240} and that users employ software to block access to undesirable content based on PICS ratings.\textsuperscript{241} The Commission also calls for an extension of the dialogue on the best way to control harmful and illegal Internet content to include the largest number of countries possible.\textsuperscript{242}

\textbf{B. Other Countries}

Many non-EU Member States are also grappling with the best way to regulate the Internet.\textsuperscript{243} The U.S. Congress enacted legislation to protect minors from exposure to undesirable content on the Internet.\textsuperscript{244} Asian countries, notably Singapore and China, have also been trying to stop their citizens from accessing objectionable Internet content.\textsuperscript{245} Israel and Arab countries are

\begin{verbatim}
238. See id. at 15 (noting that self regulation has already started in United Kingdom with Safety-Net).
239. See id. at 23 (calling for setting up multiple EU rating services "to ensure that users have access to rating systems suitable to their needs, and in order to avoid a situation whereby they have to rely on rating systems developed for the US where there may be a different approach on what is suitable content for minors . . . ").
240. See id. at 20 (positing that PICS enables "empowering [of] parents to protect minors.").
241. See id. at 25 (detailing need to encourage European content providers to cooperate in rating system by adopting their own code of conduct for content published on Internet and need to inform parents and teachers about rating system).
242. See id. at 26 ("positing [si]nce this dialogue must include the largest number of countries possible, it could be extended to a body with a larger membership such as the OECD, the World Trade Organization, the United Nations, or one of the more specialized United Nations bodies.").
243. See Where Wizards Stay, supra note 33, at 65 (detailing Internet regulations in several countries, including United States, China, and Singapore).
245. See Kynge, supra note 201, at 17 (discussing Asian countries' attempts at regulating Internet).
\end{verbatim}
grappling with how best to use the Internet.\textsuperscript{246}

1. United States

In February 1996, in an effort to protect minors from sexually explicit content, the U.S. Congress enacted the Communications Decency Act of 1996 ("CDA").\textsuperscript{247} Section 223(d) of the CDA\textsuperscript{248} makes it a crime to use the Internet to transmit or display patently offensive sexual or excretory activities or sexual organs to persons under the age of eighteen.\textsuperscript{249} The criminal penalty for violating § 223(d) is a fine up to US$250,000, imprisonment of not more than two years, or both.\textsuperscript{250}

The CDA also provides two "safe harbor"\textsuperscript{251} affirmative defenses\textsuperscript{252} to prosecution.\textsuperscript{253} The first defense applies to individuals who have taken reasonable and effective actions in good faith to restrict or prevent access by minors to CDA-prohibited communication.\textsuperscript{254} The CDA provides the second affirmative de-

\textsuperscript{246} See Gauch, supra note 201, at 1 (detailing views of Internet by Middle Eastern governments including Egypt, Saudi Arabia, and Iran).

\textsuperscript{247} See supra note 244 and accompanying text (relating U.S. Congress' motives in enacting Communications Decency Act of 1996 ("CDA")).

\textsuperscript{248} 47 U.S.C. § 223(d) (1996). The statute states:

Whoever(1) in interstate or foreign communications knowingly—(A) uses an interactive computer service to send to a specific person or persons under 18 years of age, or (B) uses any interactive computer service to display in a manner available to a person under 18 years of age, any comment, request, suggestion, proposal, image, or other communication that, in context, depicts or describes, in terms patently offensive as measured by contemporary community standards, sexual or excretory activities or organs, regardless of whether user of such service placed call or initiated communication; or (2) knowingly permits any telecommunications facility under such person's control to be used for an activity prohibited by paragraph (1) with the intent that it be used for such activity, shall be fined under Title 18, or imprisoned not more than two years, or both.

\textsuperscript{249} 47 U.S.C. § 223 (1996). This section does not define the Internet. \textit{Id.} Instead, it employs the term "interactive computer service." \textit{Id.} Congress, however, has made it clear that the term "interactive computer service" includes "a service or system that provides access to the Internet." \textit{Id.} at (e)(2).

\textsuperscript{250} \textit{Id.} at (d).

\textsuperscript{251} See American Civil Liberties Union, 929 F. Supp. at 829 (describing affirmative defenses to CDA as "safe harbor defenses.").

\textsuperscript{252} See BLACK'S LAW DICTIONARY, supra note 152, at 88 (defining affirmative defense as "in pleading, matter asserted by defendant, which assuming the complaint to be true, constitutes a defense to it.").


\textsuperscript{254} \textit{Id.}
fense to individuals who have restricted access to CDA prohibited communication by requiring use of some type of identification, including a credit card, debit account, adult access code, or adult personal identification number. 255

Two district courts, one in the Southern District of Pennsylvania256 and the other in the Eastern District of New York,257 have since held the CDA to be unconstitutional.258 In American Civil liberties Union v. Reno, The American Civil Liberties Union259 ("ACLU") filed a motion for a temporary restraining order260 ("TRO") against the CDA with the Pennsylvania district

---
It is a defense to a prosecution under the CDA that a person has taken, in good faith, reasonable, effective, and appropriate actions under the circumstances to restrict or prevent access by minors to a communication specified in such subsections, which may involve any appropriate measures to restrict minors from such communications, including any method which is feasible under available technology . . . .

Id.

255. 47 U.S.C. § 223(e)(5)(B)(1996). It is a defense to a prosecution under the CDA that a person "has restricted access to such communication by requiring use of a verified credit card, debit account, adult access code, or adult personal identification number." Id. The CDA itself does not provide a definition of adult access code or adult personal identification number. Id. A user can gain an adult access code or adult personal identification code from a content provider. American Civil Liberties Union, 929 F. Supp. at 954. The code would serve as evidence of a user's age. Id. A user can also obtain a code from a third party service and use the code to retrieve content placed on the Internet by any content provider registered with the service. Id.

256. American Civil Liberties Union, 929 F. Supp. at 824.


258. See id. (holding CDA unconstitutional). The second district court found that nonmutual offensive collateral estoppel does not apply in this case and, thus, the first court's decision does not preclude this court from deciding the issues presented in its case. Shea ex rel. American Reporter, 930 F. Supp. at 924 n.1. President Bill Clinton has since ordered the Department of Justice to appeal the decisions. Nat Hentoff, The Constitution Lost the Election, ROCKY MTN. NEWS, Nov. 18, 1996, at 39A.

259. American Civil Liberties Union, 929 F. Supp. at 827. In addition to the American Civil Liberties Union, the plaintiffs included Human Rights Watch, Electronic Privacy Information Center, Electronic Frontier Foundation, Journalism Education Association, Computer Professionals for Social Responsibility, National Writers Union, Clarinet Communications Corp., Institute for Global Communications, Stop Prisoner Rape, AIDS Education Global Information System, Bibliobytes, Queer Resources Directory, Critical Path AIDS Project, Inc., Wildcat Press, Inc., Declan McCullagh dba Justice on Campus, Brock Meeks dba Cyberwire Dispatch, John Troyer dba The Safer Sex Page, Jonathan Wallace dba The Ethical Spectacle, and Planned Parenthood Federation of America, Inc. Id. at 827 n.2. The court refers to all plaintiffs collectively as the ACLU. Id.

260. See Black's Law Dictionary, supra note 152, at 1021. Black's Law Dictionary defines a temporary restraining order ("TRO") as:

[A]n emergency judicial remedy of brief duration which may issue only in exceptional circumstances and only until the trial court can hear arguments
court the day that the CDA took effect. The district court granted the TRO, finding that the CDA was unconstitutionally vague. In June 1996, the court granted the ACLU’s motion for a preliminary injunction against the CDA, unanimously ruling that the CDA is unconstitutional in that it is substantially overbroad because it effectively forces many Internet users to refrain from constitutionally protected speech or risk criminal prosecution.

or evidence, as the circumstances require, on the subject matter of the controversy and otherwise determine what relief is appropriate.

Id. See Dunlow v. Ibara, 82 F.3d 409, (4th Cir. 1996) (holding that because “no exceptional circumstances exist, the denial of Appellant’s motion for a temporary restraining order is not appealable.”).


262. Id. at 849 (finding 47 U.S.C. § 223(a)(1)(B) of CDA unconstitutionally vague). 47 U.S.C. § 223(a)(1)(B) states that the Government shall fine, imprison for not more than two years, or both, whoever:

[B]y means of a telecommunications device knowingly (i) makes, creates, or solicits, and (ii) initiates the transmission of, any comment, request, suggestion, proposal, image, or other communication which is obscene or indecent, knowing that the recipient of the communication is under 18 years of age, regardless of whether the maker of such communication placed the call or initiated the communication.

Id.


[A] preliminary injunction should be granted only upon a clear showing by party seeking the extraordinary remedy of (1) probable success upon a trial on the merits, and (2) likely irreparable injury to him unless the injunction is granted, or (3) if his showing of probable success is limited but he raised substantial and difficult issues meriting further inquiry, that the harm to him outweighs the injury to others if it is denied.

Id.

264. American Civil Liberties Union, 929 F. Supp. at 849 (stating “§§ 223(a)(1)(B) and 223(a)(2) of the CDA are unconstitutional on their face to the extent that they reach indecency.”). § 223 (a)(2) states that whoever:

[K]nowingly permits any telecommunications facility under his control to be used for any activity prohibited by paragraph (1) with the intent that it be used for such activity, shall be fined under Title 18, or imprisoned not more than two years, or both.


There has been recent public interest in the female genital mutilation routinely practiced and officially condoned in some countries. News articles have been descriptive, and it is not stretching to assume that this is a subject that occupies news groups and chat rooms on the Internet. We have no assurance that these discussions, of obvious interest and relevance to older teenage girls, will not be viewed as patently offensive—even in context—in some communities.

American Civil Liberties Union, 929 F. Supp. at 853. Judge Brian Buckwalter, another Pennsylvania District Judge, wrote that he believes “that the word 'indecent' is unconsti-
In American Reporter v. Reno, The editor-in-chief and part owner of the American Reporter, a newspaper published exclusively on the Internet, brought the second cause of action regarding the CDA in the New York District Court. The American Reporter sought a declaration that the CDA was unconstitutionally overbroad and vague. In July 1996, the New York District Court ruled that the CDA was unconstitutional, holding that the CDA was overbroad in that it would serve as a ban on constitutionally protected, indecent communication between adults.

2. Asian Countries

Asian countries are grappling with how to regulate the Internet. Singapore, in July 1996, began regulating the Internet through the use of proxy servers. The other members of the Association of Southeast Asian Nations (“ASEAN”) have not

---


266. Id. On February 8, 1996, following the signing of the CDA, the American Reporter published an editorial on the Internet criticizing Congress for the passage of the CDA. Id. The editorial contained language arguably falling within the scope of § 223(d). Id. After publishing the editorials, the American Reporter moved for preliminary injunctive relief to prevent the Department of Justice from enforcing the CDA. Id. at 924.

267. See id. at 923 (“[W]e reach the inescapable conclusion that § 223(d) will serve to chill protected speech.”). The court added that not only was § 223(d) overbroad, but also the affirmative defenses set out in § 223(e)(5) cannot, with current technology, effectively protect adult content providers wishing to engage in constitutionally protected indecent communication. Id. The court, however, held that § 223(d) is not unconstitutionally vague. Id. “The definition of material regulated by [§ 223(d)] is a familiar one, repeatedly upheld against vagueness challenges in a line of jurisprudence concerning television and radio broadcasting, cable programming, and commercial telephone services.” Id.

268. Id.


271. Fact sheet: Association of Southeast Asian Nations. (includes information on Regional Forum members), U.S. DEP’T ST. DISPATCH, Vol. 6, No. 31, ISSN: 1051-7693. Indonesia, Malaysia, the Philippines, Singapore, and Thailand formed the Association of Southeast
taken significant action in regulating the Internet.\textsuperscript{272} In September 1996, China followed Singapore’s use of a proxy server and blocked access to one hundred WWW sites.\textsuperscript{273}

a. Singapore

In July 1996, the Singapore Broadcasting Authority\textsuperscript{274} ("SBA"), the governmental agency that regulates broadcasting in Singapore, initiated Internet regulations to protect users, particularly the young, against the broadcast of unlawful or undesirable content.\textsuperscript{275} The SBA’s regulations apply to ISPs\textsuperscript{276} and any users who provide content for business, political, or religious purposes on the WWW.\textsuperscript{277} The regulations require ISPs to obtain a license from the SBA to operate.\textsuperscript{278} While ISPs must block SBA-blacklisted sites,\textsuperscript{279} the SBA has not announced which sites

\textsuperscript{272} See ASEAN Agrees on Need for Regulation of Internet, \textit{Asian Econ. News}, Sept. 9, 1996, available in WESTLAW, Allnewsplus Database [hereinafter ASEAN Agrees] (relating South East Asian countries’ views on Internet).


\textsuperscript{274} Singapore Telecom Authority to Add New Member in Network, \textit{Dow Jones Asian Equities Rep}, Sept. 10, 1996, available in WESTLAW, Allnewsplus Database. The Singapore Government established the Singapore Broadcasting Authority ("SBA") as part of a consortium in charge of the Singapore ONE network, a computer network connecting Singapore’s computers. \textit{Id.} The other members of the consortium are the Telecommunication Authority of Singapore, the National Computer Board, and the National Science & Technology Board. \textit{Id.} The SBA’s role is to regulate content on the Singapore ONE network. \textit{Id.}

\textsuperscript{275} Singapore Broadcasting Authority, \textit{News Release}, Singapore Broadcasting Authority, at 3 (last modified July, 11, 1996) <http://www.gov.sg/sba/netreg/regrel.htm> (also on file with the \textit{Fordham International Law Journal} (stating that "[the regulatory scheme] encourages minimum standards in cyberspace and seeks to protect [Internet] users, particularly the young, against the broadcast of unlawful or objectionable materials.").

\textsuperscript{276} The Class License Scheme, annex A, § 2 (1996) (Sing.).

\textsuperscript{277} \textit{Id.} § 11. "Individuals who put up [web pages] will be exempted from the class licence scheme, unless they are operating these web pages for business, political and religious purposes." \textit{Id.}

\textsuperscript{278} \textit{Id.} § 11.

\textsuperscript{279} \textit{Id.} § 5. "The SBA recognises that it would be impossible to actively monitor
are on its blacklist, or even how many sites the blacklist contains. The SBA-regulations require ISPs to use their best efforts to avoid allowing access to content that harms public morals, racial and religious harmony, and security or national defense. The regulations also encourage, but do not mandate, ISP and parental use of software that guards against access to undesirable content.

The Singapore Government is enforcing the SBA-regulations by using governmental proxy servers. The Government forces ISPs to route their users through Government computers that can deny access to sites on the Government blacklist. If an ISP does not follow the regulations, the SBA may cancel or suspend the ISP's license or require the ISP to pay a fine.

The Government’s use of proxy servers in Singapore led to several problems. The use of proxy servers increased the time necessary to access content on the Internet because the servers could not handle the amount of computer traffic. To alleviate the traffic, the SBA has since allowed most businesses to circumvent the proxy servers.

the Internet to pre-censor objectionable sites. As such, ISPs will only be required to block out objectionable sites as directed by SBA.” Id.


281. The Class License Scheme, annex C, § 6 (1996) (Sing.). Content that harms public morals includes content that “propagates promiscuity, depicts gross exploitation of violence, nudity, sex, or horror,” or depicts “sexual perversions such as homosexuality, lesbianism, or pedophilia.” Id.

282. Id. § 5. Content is harmful to racial and religious harmony if it “denigrates any racial or religious group, brings any race or religion into resentment, or promotes religious deviations or occult practices such as Satanism.” Id.

283. Id. § 4. Content that harms public security or national defense includes content that “undermines the public confidence in the government, or presents information or events in such a way that alarms or misleads any part of the public.” Id.


286. Id.


288. See Uhlig, supra note 138, at 8 (discussing problems with Singapore's proxy server).

289. Id. at 8.

290. See Jack Robertson, Net Escape, ELECTRONIC BUYERS’ NEWS, Sept. 16, 1996, at 2 (noting that because of problems with proxy servers, Singapore Government allows most businesses to circumvent servers).
b. Other ASEAN Countries

Aside from Vietnam, none of the ASEAN countries have followed Singapore's lead in regulating the Internet. The Malaysian Government has pledged that there will be no Government-imposed censorship of Internet content. It is studying instead the idea of users policing themselves. Indonesia is also considering the idea of self-policing by users. The Philippines and Thailand advocate minimal government intervention with self-policing by ISPs.

In May 1996, the Vietnamese Government announced regulations for the Internet. The regulations state that all ISPs must register with the Government and are subject to official inspections. The Government has pledged to shut down ISPs that allow access to content that is harmful to national interests.

In September 1996, Singapore hosted a three-day ASEAN conference to formulate a common approach for addressing legal and social issues that use of the Internet raises. The ASEAN member nations could not agree on a common approach. Instead, they issued a joint statement agreeing that the appropriate approach to Internet regulations should depend on the culture and legal system of each particular country.

---

292. See *id.* (noting that although Malaysian Government recognizes economic benefits of Internet, it believes that Western culture and values dominate Internet, and could be threat to Malaysia's culture, values, and business systems).
294. *Id.*
295. *Id.*
297. *See Vietnam Regulations Part of Power Play for Internet*, *NEWSBYTES*, June 10, 1996, at 2 (relating internal Vietnamese politics leading to regulation of Internet). Presently, Vietnam only has the capability to send e-mail over the Internet. *Id.* at 4. Vietnam's connection to the Internet runs from the Institute for Information Technology in Hanoi to the Australian National University. *Id.* Researchers, scientists, and foreign residents are the main users of the Internet in Vietnam. *Id.*
298. *Id.* at 2.
300. *See ASEAN Agrees*, *supra* note 272, at 3 (discussing ASEAN conference).
302. *See id.* (noting that reluctance to regulate Internet is due to these countries
c. China

In June 1996, China sent a top official to study Singapore's approach to restricting access to the Internet.\textsuperscript{303} In September 1996, China blocked access to one hundred WWW sites, including major Western news media sites,\textsuperscript{304} sites that monitor human rights abuses,\textsuperscript{305} and sites containing sexually explicit content.\textsuperscript{306} The Chinese Government is enforcing its regulations by using government proxy servers,\textsuperscript{307} forcing ISPs to channel all users through Government computers which block access to banned sites.\textsuperscript{308}

3. Israel

The Israeli Government does not regulate access to the Internet.\textsuperscript{309} It allows Palestinians to use its telephone lines to access the Internet.\textsuperscript{310} Israel-based companies produce cutting-edge Internet related products.\textsuperscript{311}

4. Arab Countries

Arab countries addressing the question of whether the Internet either presents an opportunity to help their economies or presents a source of negative foreign influences, have allowed

believing that Internet will play significant role in their commercial future); \textit{ASEAN Agrees}, supra note 272, at 2 (relating events leading up to joint statement).


\textsuperscript{305} \textit{Id.}

\textsuperscript{306} \textit{See Hole In Defense, supra note 158, at 2 (noting that China has blocked access to the web pages of Playboy and Penthouse).}

\textsuperscript{307} \textit{See Richardson, supra note 170, at 11 (defining proxy server).}

\textsuperscript{308} Gordon, \textit{supra} note 170, at 89.

\textsuperscript{309} Winston Pickett, \textit{Surfing the Internet}, \textit{Jerusalem Post}, June 28, 1995, at 5 (noting that in Israel, user only needs computer and modem to access Internet).

\textsuperscript{310} \textit{Palestinians Accuse Israel of Blocking Internet Access}, \textsc{Agence Fr.-Presse}, Oct. 7, 1996, at 8A.

\textsuperscript{311} \textit{See Telephony, Comm. Daily}, Mar. 11, 1996, at 1 (relating Israel-based company that plans to market software that enables telephone calls through Internet to telephones not connected to computers); \textit{Windows Pgm Supports Multilingual Web Pages}, \textsc{Newsbytes}, June 15, 1995, at 1 (discussing Israeli-based company's software that enables users to access and author web pages using any language version of Microsoft Windows, computer operating system).
access to the Internet in varying degrees.\footnote{See Gauch, supra note 201, at 1 (noting views of Internet by such Middle Eastern governments as Jordan, Egypt, and Saudi Arabia).} The Saudi Arabian Government controls access to the Internet by having a single connection to the Internet\footnote{Wendy Grossman, \textit{Connected: A Grip on the Net Analysis Britain's New Internet Control Scheme is Based on a Self-Regulatory Approach}, \textit{Daily Telegraph}, Oct. 1, 1996, at 12.} and provides limited Internet access to hospitals and universities.\footnote{Stuart Wavell, \textit{Closed Societies Opened by Internet Genie}, \textit{The Times} (London), Sept. 3, 1995, at 4.} In 1993, the Egyptian Government offered free access to the Internet to spark public interest.\footnote{See Gauch, supra note 201, at 1 (characterizing Egypt as receptive to Internet).} The Governments of Oman, Kuwait, Bahrain, the United Arab Emirates, and Qatar all allow unrestricted access to the Internet.\footnote{US Firm Sprint to Provide Internet Service to Oman, \textit{Agence Fr.-Presse}, July 24, 1996, at 1.}

**III. THE EUROPEAN UNION SHOULD ADOPT THE COMMISSION RECOMMENDED PICS BASED RATING SYSTEM AND THIS SYSTEM SHOULD PROVIDE THE BASIS FOR AN INTERNATIONAL AGREEMENT**

The European Union should adopt the Commission recommended PICS-based rating system\footnote{See supra notes 125-51 and accompanying text (defining PICS and setting forth technical description of PICS).} because it is both technically the best way to prevent users from accessing undesirable content and is consistent with EU goals of freedom of speech and the four freedoms.\footnote{See supra notes 175-95 and accompanying text (discussing EU law).} Countries around the world could use this rating system to prevent their citizens from accessing undesirable content.\footnote{See supra notes 16, 102-07 and accompanying text (noting undesirable content).} PICS already has international support\footnote{See Commission Communication, supra note 13, COM (96) 487, at 21-23 (noting international support for PICS).} and, therefore, the international community should use the rating system as the basis for an international agreement on Internet regulation.
A. The EU Should adopt the Commission's Recommendation For a PICS based Rating System

The European Union should adopt the Commission's recommendation for a PICS based rating system because it is both the best way technically to shield users from objectionable content and furthers the goals of EU law including freedom of speech and the four freedoms. There are other technical ways to shield users. None, however, is as consistent with the goals of EU law as the PICS based rating system.

1. The Most Effective Way to Shield Users from Undesirable Content is to Prevent the Retrieval of Content with a Rating System Based on PICS

Preventing the retrieval of undesirable content is the most effective way to shield users from undesirable Internet content. Preventing the transmission of undesirable content to the Internet or removing undesirable content from the Internet are also options, but they are not as effective as preventing retrieval. There are several ways to prevent retrieval, but a rating system based on the PICS technology is the best way for governments to prevent the retrieval of undesirable content in a consistent and informed manner.

a. Preventing the Transmission of Undesirable Content to the Internet is not an Effective Way to Shield Users from Undesirable Content

Censors can prevent the transmitting of undesirable content to the Internet by stalling content in transit and then scanning the content to determine if it is undesirable. To determine the content's desirability, censors would have to scan the

321. See supra notes 111-74 and accompanying text (relating methods of shielding users from undesirable content).
322. See supra notes 175-95 and accompanying text (detailing EU law).
323. See supra notes 111-51 (discussing methods of discerning whether Internet addresses contain undesirable content and whether Internet content is undesirable).
324. See supra notes 162-74 (detailing preventing retrieval).
325. See supra notes 156-58 (relating preventing transmission of content to Internet).
326. See supra notes 159-74(discussing removal of content from Internet).
327. See supra notes 162-74 (noting methods of preventing retrieval).
328. See supra notes 156-58 (relating stalling and scanning of content before it reaches Internet).
content for key words or phrases and view each piece of content for undesirable audio or visual displays. Because of the significant delays caused by this approach, no country can use this without impeding the flow of information to the Internet.

b. Removing Undesirable Content from the Internet Is Not an Effective Way to Shield Users From Undesirable Content

Removing content from the Internet as a method of protecting users from undesirable content works well with illegal content. When the French Government forced an ISP to remove a web page containing undesirable content, the Government simply enforced the law. If content on the Internet violates copyright law, for example, removal of the content may further judicial goals. That the illegal content happens to be on the Internet does not affect the legality of the content. The problem remains, however, that users may place content on servers in countries outside of the influence of a particular government seeking the ban.

When content is legal but may be inappropriate for some group of citizens to access, removal of the content may not be the best alternative. If content is inappropriate for children to access, for example, but legal for adults to access, removal of the content from the Internet would prevent adults from accessing legal content. A limitation on access to legal content would chill the free flow of ideas on the Internet.

Another problem with the removal of content by a country’s government is that content providers can place the same content on the Internet from a place where that government does not

---

329. Id.
330. See supra note 158 (detailing delays caused by stall and scan approach).
331. See supra notes 218-21 (discussing France's actions).
332. See Commission Communication, supra note 13, COM (96) 487, at 10 (noting that users remain subject to laws of Member States while conducting activities on Internet).
333. See supra notes 218-21 (detailing French Government's removal of undesirable content from French servers, and content reappearance on servers outside France).
334. See Shea ex rel American Reporter, 930 F. Supp. at 992 (noting that, for example, sexually explicit content may be undesirable for children to access).
335. American Civil Liberties Union, 929 F. Supp. at 849 (noting that the CDA, while protecting children from undesirable content, may prevent adults from accessing legal content).
have jurisdiction.\textsuperscript{336} Countries have no direct control over content that users place on the Internet through ISPs in other countries.\textsuperscript{337} Thus, even if a particular country removed all undesirable content originating within its boundaries, users could still access the same or similar content that other countries’ users have sent to the Internet.\textsuperscript{338} This occurred when France blocked a web page containing a banned book and users subsequently placed the book on web pages originating in other countries.\textsuperscript{339} Even with a worldwide agreement regarding content-retrieval, this problem would probably still exist because concluding an agreement to remove content that any country found illegal is highly improbable in that many governments might construe such an agreement as infringing on national sovereignty.

c. Preventing Retrieval of Undesirable Content is the Most Effective Way to Shield Users from Undesirable Content

There are several ways to prevent the retrieval of content from the Internet, including blacklisting,\textsuperscript{340} whitelisting,\textsuperscript{341} word and character search,\textsuperscript{342} prompting,\textsuperscript{343} and rating.\textsuperscript{344} They all work to varying degrees.\textsuperscript{345} Only a rating based on PICS, however, will effectively prevent retrieval.

i. Blacklisting is an Inadequate Method to Prevent Retrieval

Many countries have tried blacklisting with varying results.

\textsuperscript{336} See Uhlig, \textit{supra} note 138, at 8 (noting that users can access ISPs located abroad).

\textsuperscript{337} See \textit{id.} at 8 (noting that governments have no control over ISPs located abroad).

\textsuperscript{338} \textit{Id.} at 8.

\textsuperscript{339} \textit{Id.} at 8.

\textsuperscript{336} See supra notes 219-22 and accompanying text (relating France’s blocking of web page containing banned book).

\textsuperscript{340} See Commission Communication, \textit{supra} note 13, COM (96) 487, at 20 (defining blacklisting as act of blocking users access to Internet addresses known to contain undesirable content).

\textsuperscript{341} See \textit{id.} at 20 (defining whitelisting as allowing access only to sites known not to have undesirable content).

\textsuperscript{342} See \textit{supra} notes 118-21 and accompanying text (detailing use of word and character search).

\textsuperscript{343} See \textit{supra} note 114 and accompanying text (discussing prompting).

\textsuperscript{344} See \textit{supra} notes 111-51 (detailing methods of discerning whether Internet addresses contain undesirable content).

\textsuperscript{345} See \textit{supra} notes 111-51 (relating degree of effectiveness of various methods of discerning whether Internet addresses contain undesirable content).
A significant problem with blacklisting is that censors can only block a particular site’s address but not the content itself. If users put the same or similar content on another, non-banned, Internet address, users may still access the content. If ISPs blacklist certain newsgroups’ addresses, for example, as German ISPs did, users would be able to circumvent the blacklist by accessing the newsgroups at a non-banned Internet addresses containing copies of the newsgroups, or users could access an automated server that transmits newsgroup articles on request via e-mail. Accordingly, blacklisting is not an effective way of shielding users from undesirable content.

England, Singapore, and Vietnam have tried blacklisting by threatening to prosecute or close down ISPs that allow users to access Internet sites containing undesirable content. China has tried to accomplish blacklisting through the use of proxy servers. Singapore has also tried and is now decreasing its use of proxy servers.

ii. Whitelisting is an Inadequate Method to Prevent Retrieval

As whitelisting allows retrieval of content only from sites known to contain desirable content, it does not fit the needs of most Internet users. Whitelisting works well for parents who only want their children to access sites that they have pre-approved. Countries that desire to limit citizens’ access only to sites that censors had pre-approved could also use whitelisting. Most users, however, need to be able to access sites when they do.

346. See supra note 165 and accompanying text (noting that blacklisting identifies offending sites not by content, but by address).
347. See supra notes 138-216 and accompanying text (detailing users accessing banned content on non-banned Internet addresses).
348. See supra notes 138-216 and accompanying text (discussing Germany blacklisting certain newsgroups).
349. Diamond, supra note 216, at 70.
350. See supra notes 226-27 (detailing England threatening its ISPs); see supra note 287 and accompanying text (relating Singapore threatening its ISPs); see supra note 299 and accompanying text (detailing Vietnam threatening its ISPs).
351. See supra notes 307-08 and accompanying text (detailing China’s use of proxy server).
352. See supra notes 285-86 and accompanying text (discussing Singapore’s use of proxy server).
353. See supra note 162-63 and accompanying text (relating whitelisting).
354. See supra note 174 and accompanying text (noting that software based on whitelisting technique enables user to block all sites except for those that user specifically chooses to make available).
not know whether the site contains undesirable content. Whitelisting is thus inadequate for these users as it limits them to only sites on a pre-approved list of sites.

iii. Word and Character Search is an Inadequate Method to Prevent Retrieval

The word and character search method of determining if content is undesirable, which German police used when they required CompuServe to block access to newsgroups containing the word sex,\(^{355}\) and which parents use with certain software that protects their children,\(^{356}\) has major faults. As addresses do not necessarily contain any words or characters indicating their content,\(^{357}\) this method may not be able to effectively determine whether content is undesirable. A web page that has WWW.JK.COM as its address, for example, may contain sexually explicit content. None of the words or characters in the address, however, indicate the sexual nature of the content.

Some words or characters, moreover, often have both sexual and non-sexual meanings. Words and character searches may actually block desirable content while trying to prevent access to undesirable content.\(^{358}\) When America Online\(^{359}\) banned the use of the word “breast,” breast-cancer survivors quickly protested because it blocked access to sites that the survivors wanted to access.\(^{360}\) When the White House’s web page referred to the president’s family as the first couple, some software prevented access to the web page because “couples” was a trigger word for that software.\(^{361}\)

\(^{355}\) See supra notes 212-16 and accompanying text (detailing German police requiring CompuServe to block certain newsgroups).

\(^{356}\) See Shea ex rel. American Reporter, 930 F. Supp. at 932 (noting that parents use software based on using characters or words that comprise Internet addresses to determine if addresses contain sexually explicit content to protect their children).

\(^{357}\) See supra note 112 and accompanying text (explaining that addresses do not necessarily provide information about content).

\(^{358}\) See Diamond, supra note 216, at 70 (positing that words could have double meanings).

\(^{359}\) See Bee, supra note 120, at D1 (noting that America Online provides access to both Internet and its own proprietary content for fee).

\(^{360}\) See Diamond, supra note 120, at 70 (detailing results of America Online’s banning use of word breast).

\(^{361}\) See id. (relating problem resulting from use of word “couples” on White House web page).
iv. Prompting is an Inadequate method to Prevent Retrieval

Although Technology exists for a content provider to prompting users who access content through the WWW, this method suffers from a serious drawback. Prompting, content providers can inform users about the type of content that the users are attempting to access, and content providers can query users to decide whether to grant access to the content. Countries could mandate the use of prompting to inform users of the type of content that the users are attempting to access, enabling users to make an informed decision about whether to access the content. This would leave the decision of whether to access content up to users. Alternatively, countries could place the burden on the content providers, as the United States did, to decide whether to allow users to access content based on whether a particular user has the legal right to access particular content. Content providers could query users to determine, for example, if the users were of a legal age to access particular content.

Prompting, however, has a technically significant problem that makes it an ineffective method of shielding users from undesirable content. Only the WWW technology is capable of prompting users. Content providers, therefore, cannot use prompting to warn or query users attempting to access content with any other Internet exchange technology. As such, prompting is inadequate to address the needs of regulating undesirable Internet content.
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v. A Rating System Based on PICS is the Best Way to Prevent the Retrieval of Content

A PICS based rating system would provide users and censors with an effective way to prevent the retrieval of undesirable content. PICS insures uniformity in rating so that all software can understand the ratings. Users could access content that has a rating acceptable to them. Censors and parents could allow access only to content that has an acceptable rating.

A PICS based rating system also avoids many of the pitfalls of the other technological methods. Unlike blacklisting and whitelisting, where censors can only block a particular site’s address but not the content itself, PICS allows blocking of the actual content. Whereas the word and character search method is inadequate because addresses do not necessarily contain any words or characters indicating their content, any address or content could contain a PICS rating. Unlike the method of prompting users, PICS is not limited to use with WWW technology.

2. Commission’s Recommendation For a PICS Based Rating System is Consistent with EU Law

EU law devised to shield users from undesirable content must balance the protection of minors and others with the EU

870. See supra notes 116-27 and accompanying text (detailing rating).
871. See supra note 130 and accompanying text (noting that PICS are technical specifications that provide Internet standards for rating).
872. See supra notes 147-50 and accompanying text (relating process to block access to content based on content’s rating).
873. See supra notes 147-50 and accompanying text (detailing process of blocking access to content based on content’s rating).
874. See supra note 165 and accompanying text (noting that blacklisting identifies offending sites not by content, but by address); supra note 174 and accompanying text (noting that software based on whitelisting technique enables user to block all sites except for those that user specifically chooses to make available).
875. See supra notes 147-50 and accompanying text (discussing process of using PICS to block access to content based on content’s rating).
876. See supra note 112 and accompanying text (explaining that addresses do not necessarily provide information about content).
877. See supra notes 147-50 and accompanying text (relating process of placing PICS rating on content or address).
878. See supra note 125 and accompanying text (noting that no technology except WWW is able to prompt).
879. See Green Paper, supra note 15, COM (96) 483 Final at 6 (noting that protection of minors and adults is fundamental concern when proposing media regulation).
principle of freedom of expression.\textsuperscript{380} Such a law, in addition, would have to accommodate the common market’s four freedoms.\textsuperscript{381} The PICS based rating system manages to further all of these goals without compromising any of them.

A PICS-based rating system appropriately protects minors and others because it enables parents, educators, and other users to determine what type of content the users or others in the users’ care can access.\textsuperscript{382} This insures the attainment of the EU goal of protection of minors, because parents, educators, and others can block minors’ access to harmful content.\textsuperscript{383} This also provides a way for adults to insure that they themselves will not accidentally retrieve undesirable content on the Internet.\textsuperscript{384}

A system other than one allowing users to determine the types of content they can access might interfere with the freedom of expression.\textsuperscript{385} If the Member States prevented users from placing undesirable content on the Internet,\textsuperscript{386} those Member States would be interfering with users’ freedom of expression by preventing them from engaging in lawful speech. Although freedom of expression is not absolute,\textsuperscript{387} the Commission proposed PICS based rating system eliminates the need to limit freedom of expression on the Internet because the system allows users to express themselves through the content placed on the Internet while enabling the protection of users from undesirable content.

A system other than the Commission recommended PICS

\textsuperscript{380}. See supra notes 22, 194-97 and accompanying text (detailing EU freedom of expression).

\textsuperscript{381}. See supra notes 189-93 and accompanying text (discussing free movement of goods, services, persons, and capital)

\textsuperscript{382}. See supra notes 147-51 and accompanying text (describing process of blocking access to certain content based on PICS rating).

\textsuperscript{383}. See supra notes 147-51 and accompanying text (noting the process of blocking access to content based on PICS rating).

\textsuperscript{384}. See supra note 147-51 and accompanying text (detailing use of PICS to prevent access to undesirable content).

\textsuperscript{385}. See supra notes 22, 194-97 and accompanying text (relating EU freedom of expression).

\textsuperscript{386}. See supra note 156 and accompanying text (detailing how country could prevent users from placing content on Internet).

\textsuperscript{387}. See supra notes 191-95 and accompanying text (discussing freedom of expression).

\textsuperscript{388}. See supra notes 195-97 and accompanying text (explaining that freedom of expression right is subject to limitations for certain reasons, protection of health or morals, protection of minors, and prevention of crime).
based rating system might also interfere with the EU common market.\textsuperscript{389} If, for example, a Member State either prevented the transmission of undesirable content to the Internet\textsuperscript{390} or removed content from the Internet,\textsuperscript{391} the Member State might be interfering with the free movement of goods in that the goods, i.e. the content, could not flow freely throughout the European Union.\textsuperscript{392} That Member State might also be interfering with the free movement of capital if a fee is required to receive the goods.\textsuperscript{393} Moreover, if a Member State were to prevent content providers from selling services, sexual or otherwise, on the Internet, that Member State might be impeding the free flow of services.\textsuperscript{394}

A system where a Member State could choose what type of content users could receive from the Internet would also be inconsistent with EU law. Doing so would impede the free flow of ideas, thus impinging on the right to freedom of expression.\textsuperscript{395} Doing so would also interfere with the flow of services, goods, and capital by preventing the flow of certain types of content.

EU Member States could place the burden on the content providers, as the United States did,\textsuperscript{396} to decide whether to allow users to access content based on whether a particular user has the legal right to access particular content. If Member States did so, however, the content provider's only real option for escaping liability would be using the inadequate technology of prompting.\textsuperscript{397} Prompting, which would attain the goal of protecting minors and others, is inadequate because it only works with the

\textsuperscript{389} See supra note 188 and accompanying text (discussing EU common market).
\textsuperscript{390} See supra note 156 and accompanying text (detailing how country could prevent users from placing content on Internet).
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WWW and none of the other Internet exchange technologies.\textsuperscript{398} Content providers could prompt users, informing users about the type of content that they are attempting to access,\textsuperscript{399} or query users to decide whether to grant them access to the content.\textsuperscript{400}

Even if prompting could work with all Internet technologies, requiring content providers to determine if users have the legal right to access specific content contravenes the freedom of expression and would impede the flow of commerce on the Internet. Such a requirement could only work if users provided some type of proof that that they have the legal right to access certain types of content.\textsuperscript{401} The U.S. Congress proposed the use of an adult identification code or credit card as proof that a person is of legal age to access certain types of content.\textsuperscript{402} An adult identification code would increase the transaction cost of users accessing web pages due to the cost of designing and maintaining identification code verification services or using third party services.\textsuperscript{403}

Forcing content providers to absorb the cost of verifying every user's legal right to access certain types of content might deter them from transmitting content to the Internet, in effect chilling speech.\textsuperscript{404} Passing along the cost to users might deter users from accessing those web pages, again chilling speech.\textsuperscript{405} A decrease in users accessing web pages also would hurt commercial content providers because they depend on a demonstration that their web pages are widely available and frequently vis-

\textsuperscript{398} See supra note 125 and accompanying text (noting prompting only works with WWW).

\textsuperscript{399} See supra note 122 and accompanying text (relating use of prompting to provide users with information).
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ited for advertising revenue. A credit card requirement also would increase the transaction cost of users accessing web pages due to the cost of credit card validation, again impeding freedom of expression and the flow of commerce. Predicating access on possession of a credit card number, moreover, would completely bar users who are unable to obtain credit cards from accessing content. Thus, even if a user had the legal right to access content, that user would not be able to access content merely because he or she does not possess a credit card.

C. International Rating System Based on PICS

Global implementation of the PICS based rating system would provide uniformity in rating and thus represents a first step in instituting an effective system to shield users from undesirable content. Several additional steps are needed in order to create an effective worldwide system of shielding users from undesirable content, including creating uniform categories for rating Internet content, mandating that all users placing content on the Internet rate that content and notify third party rating services of all new content posted on the Internet, and actively encouraging third party rating services. Although the worldwide system has some potential problems, on the whole, it would be an effective system.

1. Rating System

Global implementation of the PICS based rating system is essential for an effective rating system because it would create worldwide uniformity in regulating the Internet as opposed to merely uniformity within the European Union. If only EU Member States implemented the PICS rating system, for instance, parents would still not know if content that users posted in other
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countries was suitable for their children. The Commission, realizing the problem with anything less than a worldwide plan, advocated discussions with multinational organizations on regulating the Internet. While implementation of the PICS technology is an important first step, an effective worldwide system of shielding users from undesirable content calls for several additional steps.

Countries must mandate that all groups rating content on the Internet use only the PICS technology to create uniformity in rating. If raters used technology other than PICS, a particular user's software might not be compatible with that technology, making it impossible for the software to discern the rating on some content. With a worldwide rating system based on PICS, users and censors could use PICS compatible software, ensuring that the software could discern content ratings.

Countries must establish categories for rating Internet content in order to create uniformity in categorizing content. Like the selection of a rating technology, uniformity ensures that software can readily identify undesirable content. Countries must establish enough categories to satisfy the needs of the censors without creating so many categories that rating content is overly burdensome.

An effective PICS-based system also would require countries to mandate that content providers notify third party rating services of all new content posted on the Internet. This mandatory regulation will enable third party raters to rate the content quickly. To streamline the notification process, content providers could notify just one site and that site would automatically notify all third party rating services.

In order for users to find a rating service with which they feel comfortable, countries must actively encourage third party
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rating services. As categorization of content is a subjective process, countries must encourage diverse groups with different political, social, and religious views to operate rating services in order to provide more options to users. Individual countries could act as third party rating services. A worldwide body could finance rating services or rating services could charge a nominal fee to their users. Rating services should not charge content providers for the rating of content because the fee may discourage users from putting content on the Internet, inhibiting the free flow of speech.

A worldwide system of PICS-based rating would enable effective shielding of undesirable content. Once they set up this system, participating governments could remain uninvolved in the regulation of legal but undesirable content on the Internet ensuring freedom of expression in those places. Parents, educators, and others could choose whether to shield themselves, their families, or their students from accessing undesirable content by specifying categories of rating services of their own choice, allowing individual users to decide what is best for themselves and those in their care.

If the European Union and governments choose, they can take additional action to remove illegal content from the Internet. Governments, such as those in China and Singapore, that desire stronger control over what their citizens access, can prevent their citizens from accessing certain types of content by using their own rating service with a proxy server that does not allow users to access specified content based on the global standard of PICS-based rating. Countries could do this by mandating that ISPs only allow users to contact sites that
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418. See supra note 289 and accompanying text (discussing Commission’s recommendations calling for European Union to establish multiple rating services).
419. See supra note 145 and accompanying text (detailing that parents can use rating services that they trust).
420. See supra notes 222-26 (relating Commission’s recommendations for combating illegal Internet content).
421. See supra notes 309-38 and accompanying text (detailing China’s actions in regulating Internet content).
422. See supra notes 300-02 and accompanying text (discussing Singapore’s regulations concerning Internet).
423. See supra note 170 and accompanying text (noting that proxy servers are computers that screen all requests made by users and block access to banned sites).
424. See supra notes 147-50 and accompanying text (detailing blacklisting, process of preventing access to Internet addresses).
do not have undesirable content. ISPs, in turn, could do this by using PICS compatible software and a particular rating service. Countries, alternatively, could suggest or mandate that users use software preset not to accept content of a certain type and work only with government approved rating services.

2. Potential Problems with Rating System

Implementation of the worldwide rating system has three potential problems. Firstly, PICS will not work with e-mail. To determine if e-mail contains undesirable content, a government or other agency could stall e-mail messages in transit and then scan them for key words or phrases. Such a process, however, would cause significant delays in the forwarding of e-mail. Moreover, if users encrypt the content, the stall and scan approach will not work as stalling and scanning cannot discern encrypted content. Regulating e-mail, however, would be the most intrusive form of government regulation on the Internet as e-mail, being analogous to a letter, is a private correspondence between two or more users. Regulating such correspondences would inhibit the free flow of ideas, as users would be afraid to communicate in what should remain a private arena.

Secondly, countries that want to censor their users, even if these countries mandate that ISPs use certain rating services, would still have the problem of users accessing ISPs that are located in other countries. Perhaps part of the worldwide system would include mandating that ISPs could only allow access to users from the country where the ISPs were situated. That is,
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if an ISP found that a user’s telephone number was from another country, the ISP would deny the user access.

Finally, as new content is continuously being put on the Internet, there will inevitably be a lag time between the placing of the content on the Internet and a third party rating the content. Users, however, could trust that the self-raters rated the content adequately, keeping in mind that fear of a fine deters content providers from rating inadequately. Users, moreover, could program their software not to access any content that a third party rating service has not yet rated.

CONCLUSION

The PICS based rating system, being both technically feasible and consistent with EU law, provides the best way to shield users from undesirable Internet content. The proposed global PICS based rating system will allow each country to use the system in a way that will conform with its laws. Without the use of this system, use of the Internet will continue to expose minors and others to undesirable content.
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