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HIRED BY A MACHINE: CAN A NEW YORK CITY 
LAW ENFORCE ALGORITHMIC FAIRNESS IN 

HIRING PRACTICES? 

Lindsey Fuchs* 

ABSTRACT 

Workplace antidiscrimination laws must adapt to address today’s 
technological realities. If left underregulated, the rapidly expanding 
role of Artificial Intelligence (“AI”) in hiring practices has the danger 
of creating new, more obscure modes of discrimination. Companies 
use these tools to reduce the duration and costs of hiring and 
potentially attract a larger pool of qualified applicants for their open 
positions. But how can we guarantee that these hiring tools yield fair 
outcomes when deployed? These issues are just starting to be 
addressed at the federal, state, and city levels. This Note tackles 
whether a new city law can be improved to be a crucial stepping stone 
for federal and local governments to strengthen their regulatory 
apparatus to address AI in employment. 

This Note discusses the issues that algorithmic employment practices 
raise regarding discrimination, privacy, and corporate independence 
in employment decisions. After reviewing these issues, this Note 
analyzes New York City’s recently passed Local Law Int. No. 1894-
A and proposes changes for effective implementation. The analysis 
finds significant gaps in the statutory language that threaten to 
undermine the legislative goals. This Note analyzes the bill’s text and 
legislative history to suggest changes to the bill’s delegated 
rulemaking authority and offers solutions to fill the significant gaps in 
the law’s text. Practical regulatory guidance for improving hiring 
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algorithms ensures that algorithms are applied to counteract rather 
than reproduce bias in the workplace. 
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INTRODUCTION 

Anti-discrimination laws in the workplace must adapt to the realities 
of the 21st century. Technological advancements have transformed 
workers’ lives, having profound implications for civil rights. With the rise 
of algorithmic Human Resource Management (“AHRM”), technological 
systems are redefining employment practices and increasing the risk of 
employment discrimination.1 These systems, which use artificial 
intelligence (“AI”) to make decisions about hiring or evaluating workers, 

 

 1. Ensuring a Future That Advances Equity in Algorithmic Employment Decisions: 
Before the Civ. Rights and Hum. Servs. Subcomm., Comm. on Educ. and Lab., U.S. H.R., 
116th Cong. 2 (2020) (statement of Jenny R. Yang, Senior Fellow, Urban Institute). 
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raise significant legal questions about their fairness.2 AHRM promises 
efficiency improvement upon existing practices; however, it also denies 
economic opportunities to workers and applicants.3 These risks must be 
adequately studied and checked before they are deployed. 

Until recently, employers have had minimal legal guidance or 
regulation of AI in making employment decisions.4 However, individuals 
have been able to launch complaints with the Federal Trade Commission 
(“FTC”), which regulates consumer protection and the promotion of 
competition, 5 so there have been signs of federal agency involvement in 
regulating AI concerning consumers. While federal efforts to regulate AI 
have increased attention on algorithms, none of these efforts focus on 
algorithms in the employment context.6 One notable exception comes 
from the Equal Employment Opportunity Commission (“EEOC”), the 
federal agency tasked with enforcing federal employment anti-
discrimination laws, recently launched an initiative on “Artificial 
Intelligence and Algorithmic Fairness,” which examines how technology 
impacts employment decisions to guide applicants, employees, 
employers, and technology vendors to ensure that the use of these 
technologies complies with federal equal employment opportunity laws.7 
Other efforts focus primarily on consumers rather than employees.8 
 
 2. See generally, Doaa Abu-Elyounes, Contextual Fairness: A Legal and Policy 
Analysis of Algorithmic Fairness, J.L. TECH. & POL’Y (forthcoming) (Sept. 1, 2019), 
https://www.ssrn.com/abstract=3478296. 
 3. See Yang, supra note 1, at 2, 4. 
 4. See infra Section I.B. 
 5. See, e.g., Ifeoma Ajunwa, An Auditing Imperative for Automated Hiring Systems, 
34 HARV. J.L. & TECH. 622, 671 (2021). 
 6. See infra Section I.C. 
 7. See Press Release, U.S. Equal Employment Opportunity Commission, EEOC 
LAUNCHES INITIATIVE ON ARTIFICIAL INTELLIGENCE AND ALGORITHMIC FAIRNESS, U.S. 
EQUAL EMPLOYMENT OPPORTUNITY COMMISSION, (Oct. 28, 2021), https://www.eeoc.gov
/newsroom/eeoc-launches-initiative-artificial-intelligence-and-algorithmic-fairness; 42 
U.S.C. § 2000e. 
 8. For example, in 2019, Lawmakers introduced the Algorithmic Accountability 
Act, which would require large companies to conduct assessments for bias of “high-risk 
systems that involve personal information or make automated decisions, such as systems 
that use artificial intelligence or machine learning[.]” The bill was the first federal 
legislative effort to regulate AI systems across industries in the United States. Congress 
hoped to address growing concerns about violations of privacy and data security and 
discrimination resulting from AI. It would direct the FTC to issue and enforce regulations 
that require companies to conduct automated decision system impact assessments when 
they use, store, or share personal information. This regulation is aimed at protecting 
consumers and does not directly address the protection of employees. 
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In 2021, over 30 bills focused on regulating algorithms were 

introduced into Congress.9 DLA Piper lawyers note that the references to 

algorithms, AI, machine learning, and automated decision-making 

inserted in a wide range of appropriations and authorization bills reflect 

the prevalence of these technologies.10 Recent legislative proposals 

expand the FTC’s power to regulate AI.11 While federal efforts to regulate 

AI are beneficial, those efforts are not tailored to machine learning in the 

employment and HR context. As a result of this regulatory vacuum, HR 

departments are turning to AHRM without oversight. 

One local statute makes an earnest if incomplete, attempt to solve 

these concerns. New York City passed Local Law Int. No. 1894-A, the 

Automated Employment Decision Tools Law (“AEDT”),12 taking effect 

on January 1, 2023, regulates the use of AHRM tools in hiring and 

promotion decisions.13 However, it is unclear whether the bill has enough 

bite to meaningfully intervene in HR practices. The New York City 

Council, which adopted the bill, delegated enforcement authority to The 

New York City Law Department (“NYC Law Department”),14 also 

known as the Office of the Corporation Counsel, which is the department 

of the government of New York City responsible for most of the city’s 
legal affairs.15 Importantly, while they delegated enforcement authority, 

 

 9. See Tony Samp, Steven R. Phillips & Danny Tobey, US Congress Tries to 
Decode Algorithms, DLA PIPER: INSIGHTS (Jan. 27, 2022), https://www.dlapiper.com/en/

us/insights/publications/2022/1/us-congress-tries-to-decode-algorithms/. 

 10. See id. 
 11. See id.; see also Platform Accountability and Consumer Transparency (PACT) 
Act, S. 797, 117th Cong. (2021), a bipartisan bill that was introduced but did not advance, 

updating Section 230 to require that large online platforms remove court-determined 

illegal content and activity within four days and would exempt the enforcement of federal 

civil laws from Section 230 so that online platforms cannot use it as a defense when 

federal regulators like the FTC and the DOJ pursue civil actions. The Social Media 
Disclosure and Transparency of Advertisements (DATA) Act of 2021 would require the 

FTC to issue regulations that require sizeable digital advertising platforms to maintain 

and grant academic researchers and the FTC access to ad libraries that contain specific 

data on advertisements. H.R. 3451, 117th Cong. (2021). 

 12. Local Law Int. No. 1894-A. 

 13. See id. 
 14. See id. 
 15. See About the Law Department, N.Y.C. L. DEP’T, https://www1.nyc.gov/site

/law/about/about-the-law-department.page [https://perma.cc/PB8W-BPXU] (last visited 

Oct. 27, 2022). 
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New York City Council did not indicate rulemaking authority to any 
agency, leaving enforcement disorganized after a violation. 

This Note addresses the gaps in the New York City statute and 
recommends other policies necessary to ensure the law satisfies its 
intended purpose. Part I discusses how employers use algorithmic 
employment tools and the issues these practices raise regarding 
discrimination, privacy, and corporate independence in employment 
decisions. Part II examines the New York City law and its shortcomings 
and recommends changes to the statute the city should promulgate. Part 
III proposes which agency authority is best suited to implement these 
suggestions. While this Note addresses how the NYC Law Department 
could use its newfound power, it ultimately argues that the New York City 
Commission on Human Rights (NYCCHR) is the best agency to bring 
anti-discrimination law into the 21st century. These rules can be a good 
blueprint for Congress and other city and state governments to follow to 
regulate AHRM. 

 I. IDENTIFYING THE PROBLEM WITH ALGORITHMIC HR 

A. ALGORITHMIC HR – AN UNDERREGULATED PRACTICE 

1. The Basics of Algorithmic HR 

Until recently, employers had minimal legal guidance or regulation 
for using AHRM.16 Scholars believe that existing legal doctrines are not 
well equipped to face the challenges posed by AI programs such as 
algorithmic decision-making tools.17 This issue is compounded by the 
expected growth of virtual work, a product of the Covid-19 pandemic. As 
companies recover from the impacts of Covid-19, AI technology helps 
companies streamline hiring.18 This section introduces AHRM practices 
and how they are used, explains how algorithms generally work to 
produce AI, and analyzes algorithms’ use in the employment context. 

 
 16. See Stephanie Bornstein, Antidiscriminatory Algorithms, 70 ALA. L. REV. 519, 
533 (2018). 
 17. See Talia B. Gillis & Jann L. Spiess, Big Data and Discrimination, 86 U. CHI. L. 
REV. 459, 460 (2019). 
 18. See Nicol Turner Lee & Samantha Lai, Why New York City Is Cracking Down 
on AI in Hiring, BROOKINGS: TECHTANK (Dec. 20, 2021), https://www.brookings.edu
/blog/techtank/2021/12/20/why-new-york-city-is-cracking-down-on-ai-in-hiring/ 
[https://perma.cc/44U4-VMRW]. 
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Algorithms are procedures a computer follows to reach decisions.19 
AHRM vendors develop algorithms by analyzing datasets to yield 
functions that are deterministic mappings from a set of input values to one 
or more output values provided by the employer.20 A dataset that contains 
past decisions trains the AHRM to make future decisions or predictions.21 
The employer offers the vendor-created AHRM system with an existing 
dataset and historical outcomes. 

AI connects those algorithms to derive a more sophisticated set of 
outputs from the initial stage of inputs. The algorithm uses “training data 
to discover on their own what characteristics can be used to predict the 
target variable.”22 The AI in the initial algorithm processes the dataset and 
trains to find the best function to match the observed patterns. Another 
algorithm then uses these functions to make inferences out of new 
datasets.23 A model for the AI emerges from the training of the algorithm, 
which captures patterns, associations, or correlations in a dataset, but the 
results from the model do not explain the cause or nature of these links.24 

Employers deploy these technologies for the HR management of an 
organization.25 Employers use the AI produced by algorithms to make and 
execute decisions affecting labor to augment decisions made by HR 
Management personnel.26 For example, in the HR context, an AI model 
may identify a relationship between an input, such as past job experience, 
and an output, such as the likelihood that someone will experience success 
in each position, without specifying the algorithms within the AI that 
produces that association.27 The vendors that create these systems and the 

 

 19. See Cecil Abungu, Algorithmic Decision-Making and Discrimination in 
Developing Countries, 13 J.L. TECH. & INTERNET 41, 44 (2022). 
 20. See id. 
 21. See Emlyn Bottomley, Data and Algorithms in the Workplace: An Overview of 
Current Public Policy Strategies (U.C. Berkley Labor Ctr., Working Paper, Tech. & 
Work Program, 2020). 
 22. Anya E.R. Prince & Daniel Schwarcz, Proxy Discrimination in the Age of 
Artificial Intelligence and Big Data, 105 IOWA L. REV. 1257, 1264 (2020). 
 23. See Abungu, supra note 19, at 45. 
 24. See Thomas B. Nachbar, Algorithmic Fairness, Algorithmic Discrimination, 48 
FLA. STATE UNIV. L. REV. 509, 521 (2020). 
 25. See Jeroen Meijerink et al., Algorithmic Human Resource Management: 
Synthesizing Developments and Cross-Disciplinary Insights on Digital HRM, 32 INT’L J. 
HUM. RESOURCE MGMT. 2545 (2021). 
 26. See id. at 2547. 
 27. See, e.g., Nachbar, supra note 24, at 521. 
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companies that use them do not disclose this information.28 Supervised 
learning models like these do not attempt to demonstrate the cause or 
nature of the associations they produce.29 

The pool of individuals represented in the dataset matters because 
that information will set the criteria for candidates entering the system.30 
In practice, “members of disadvantaged groups will usually be even more 
starkly underrepresented in the set of predictable best performers than in 
the set of actual ones.”31 Their future high performance is judged as more 
surprising in the algorithmic analysis because they tend to share less in 
common with historically high performers than they do with historically 
low performers.32 Additionally, if a dataset under-represents a particular 
group and over-represents another group, the dataset will run on 
inaccurate information and make inaccurate predictive decisions for each 
group.33 An employee screening algorithm will be designed using a 
dataset in line with existing human classifications of which candidate fits 
the description of a good employee and which does not.34 For example, 
there are algorithms to find if the candidate has sufficient previous job 
qualifications or high educational attainment to help make hiring 
decisions.35 The algorithm converts the large pool of candidate data and 
produces an output.36 

Algorithms are a growing part of employment practices in 
corporations: an industry survey found that 55 percent of human resource 
management leaders in the United States use AHRM, given that 
algorithmic tools are available for almost every stage of the recruitment 

 
 28. N.Y. COMM. ON TECH. BRIEFING PAPER AND COMM. REP. ON INFRASTRUCTURE 
DIV. Int. No. 1894, at 8 (2020). 
 29. See Nachbar, supra note 24, at 521. 
 30. See, e.g., id. at 520. 
 31. Benjamin Eidelson, Patterned Inequality, Compounding Injustice, and 
Algorithmic Prediction, 1 AM. J.L. & EQUITY 252, 264 (2021) (“On average, that is, even 
the members of disadvantaged groups who would be among the top n candidates ex post 
will not look as promising as the others in that class ex ante.”). 
 32. See id. 
 33. Natalia Criado & Jose M. Such, Digital Discrimination, in ALGORITHMIC 
REGULATION 85 (Karen Yeung & Martin Lodge eds., 2019); see also Prince & Schwarcz, 
supra note 22, at 1273-81. 
 34. See Abungu, supra note 19, at 45. 
 35. See Ajunwa, supra note 5, at 623. 
 36. See Alex Engler, Auditing Employment Algorithms for Discrimination, 
BROOKINGS (Mar. 12, 2021), https://www.brookings.edu/research/auditing-employment-
algorithms-for-discrimination/. 
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process.37 Employer side attorneys have noticed this trend and are 
commenting on it.38 In fact, these attorneys think “[t]he trend of using 
[AI] in hiring and recruitment decisions is expected to increase, especially 
in light of Covid-19 social distancing mandates.”39 Many companies and 
agencies also use the same private providers: over one-third of Fortune 
100 companies use the same automated candidate screener, HireVue.40 

Even though there is bias in AHRM, HR departments turn to these 
hiring tools because they are proven to be both cost-effective and 
efficient.41 As the economy recovers from the devastating impacts of 
Covid-19, emerging technologies like AI have helped companies 
streamline mass hiring while reducing operational costs.42 According to 
Deloitte Bersin, a research firm, companies in 2018, on average spent 
approximately $4,000 per candidate for interviewing, scheduling, and 
assessments. 43 The adoption of automated hiring makes the process much 
less costly.44 The time companies devote to traditional hiring personnel is 
immense: a report by Ideal shows that, on average, companies spend 14 
hours per week manually completing hiring tasks that could be automated, 
with 39 percent indicating that they spend 20 hours or more on such 
tasks.45 In addition to greater efficiency and profitability, a crucial part of 
HR’s responsibility to the company is to use the least bias to hire the best 

 

 37. See id. 
 38. Adam S. Forman, Nathaniel M. Glasser & Christopher Lech, Insight: Covid-19 
May Push More Companies to Use AI as Hiring Tool, BLOOMBERG LAW (May 1, 2020, 
4:00 AM), https://news.bloomberglaw.com/daily-labor-report/insight-covid-19-may-
push-more-companies-to-use-ai-as-hiring-tool [https://perma.cc/M8FS-U5AZ]. 
 39. See id. 
 40. Kathleen Creel & Deborah Hellman, The Algorithmic Leviathan: Arbitrariness, 
Fairness, and Opportunity in Algorithmic Decision Making Systems 2 (Va. Pub. L. & 
Legal Theory Res. Paper No. 2021-13, 2021). 
 41. See Ajunwa, supra note 5, at 632. 
 42. See Lee & Lai, supra note 18. 
 43. Robin Erickson, Infographic: Insights into a Highly Mature Talent Acquisition 
Team, HR DAILY ADVISOR (Jan. 16, 2018), https://hrdailyadvisor.blr.com/
infographic/infographic-insights-highly-mature-talent-acquisition-team/ 
[https://perma.cc/NCR8-BHBB] (last visited Oct. 27, 2022); see also Gal Almog, 
Traditional Recruiting Isn’t Enough: How AI Is Changing the Rules in the Human 
Capital Market, FORBES (Feb. 9, 2018, 8:50 AM), https://www.forbes.com/
sites/groupthink/2018/02/09/traditional-recruiting-isnt-enough-how-ai-is-changing-the-
rules-in-the-human-capital-market/ [https://perma.cc/E8N2-9FGV?type=image]. 
 44. Id. 
 45. Ajunwa, supra note 5, at 632. 
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Chapter 17 §394(c) of the New York City Charter Rules (NYCC), the 

NYC Law Department: 

[S]hall have the right to institute actions in law or equity and any 

proceedings provided by law in any court, local, state or national, to 

maintain, defend and establish the rights . . . or demands of the city . . 

. or to collect any money, debts, fines or penalties or to enforce the 

laws.248 

The Department’s role in the city government is as a generalist office 

tasked with representing the city, elected officials, and many agencies in 

all affirmative and defensive civil litigation.249 

Section 20-873 of the law currently authorizes the Department or 

anyone the agency designates to initiate an action or proceeding for any 

law violators.250 This means that corporate counsel has the enforcement 

authority to, for example, bring a suit against an employer using 

algorithmic hiring tools who violate the statute. The NYC Law 

Department does not issue guidance because it is not a regulatory agency; 

however, it may issue statements of policy and authority like its 

counterparts at the state and federal levels about the new legislation.251 

Therefore, the NYC Law Department should direct its resources to 

guidance documents. Much like the Department of Justice (“DOJ”) at the 
federal level, the Department should issue memoranda explaining how 

they will enforce the laws.252 The purpose of the memoranda would be to 

ensure compliance with the law and provide guidance to shield corporate 

employers from future liability. Importantly, these memoranda should be 

available to the public on the agency’s and the employer’s websites. 
Given that The Law Department’s power to enforce is through 

lawsuits, its leaders should direct the attorneys to best implement the 

AEDT law through memoranda clarifying and enforcing legal compliance 

 

 248. See N.Y.C., NY CHAPTER 17 § 394(c). 

 249. See About the Law Department, supra note 15. 

 250. See LOCAL LAW INT. NO. 1894-A, § 20-873 Enforcement (“The corporation 

counsel or such other persons designated by the corporation counsel on behalf of the 

department may initiate in any court of competent jurisdiction any action or proceeding 

that may be appropriate or necessary for correction of any violation issued pursuant this 

subchapter, including mandating compliance with the provisions of this chapter or such 

other relief as may be appropriate.”). 

 251. See N.Y.C., NY CHAPTER 17 § 394(c). 

 252. See U.S. DEP’T. OF JUST., Guidance Documents, https://www.justice.gov/

guidance [https://perma.cc/C5NQ-DBBZ] (last visited Mar. 25, 2022). 
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with Title VII when companies use algorithms for hiring and recruitment. 
Computer and information science scholars found a lack of consensus on 
formal definitions of bias and fairness with companies using AI 
employment tools, which have “enabled tech companies to define and 
address algorithmic bias on their own terms.”253 Issuing clear statements 
of policy and authority regarding Title VII compliance in this area will 
compel a standard for employers to meet. It will provide a policy 
framework for the NYC Law Department to bring suits against violators. 
The NYC Law Department should also include a policy statement 
regarding auditors’ independence. The Department should employ the 
suggestions mentioned in Section B and bring suits against those who do 
not follow the auditing policy in their guidance documents. The guidance 
documents will provide the Department with uniform standards so that 
they will have a roadmap to assess the behavior of violators so that they 
know when to bring a suit. 

Enforcing this law would be difficult for the NYC Law Department, 
given that it is a generalist office with a wide range of legal 
responsibilities. One of the central ambiguities in the bill is the criteria a 
tool must meet to pass an HR audit inspection.254 Agencies with 
enforcement authority must issue guidance so that the responsibility is not 
left to corporations to self-regulate and determine, for example, how 
detailed assessments should be or what methods may be used to assess 
the risks associated with using the tools. Delegating the enforcement 
authority to the NYC Law Department would create mandates for 
assessments within the bill’s text without an accompanying roadmap on 
how to complete them. 

B. IT WILL BE BETTER TO DELEGATE ENFORCEMENT AUTHORITY TO 
NYCCHR. 

Instead, the enforcement authority for the bill should be under the 
NYCCHR. The legislative history demonstrates that the City Council 
originally envisioned the bill to be under a human rights agency’s 
authority.255 The NYCCHR would be able to promulgate regulations for 
 
 253. See Jonjua, supra note 87, at 342-43 (citing Louis DiPietro, Are Hiring 
Algorithms Fair? They’re Too Opaque to Tell, Study Finds, CORNELL CHRON. (Nov. 20, 
2019), https://news.cornell.edu/stories/2019/11/are-hiring-algorithms-fair-theyre-too-
opaque-tell-study-finds [https://perma.cc/8F99-HVKT]. 
 254. See LOCAL LAW INT. NO. 1894-A. 
 255. See Int. No. 1894, Minutes of the Proceedings for the Stated Meeting, 295, 663 
(Feb. 27, 2020). 
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auditor and auditing criteria, notice requirements, and anti-retaliation 
guidance with on-the-ground research assistance from the CCDR. The 
budget office should prioritize filling these lines so the NYCCHR can 
enforce the law. The budget office can confidently allocate funding to the 
NYCCHR to enforce this law with the suggested guidance in the Section 
below. This way, the commission has the proper guidelines to make the 
job the agency fills administrable. 

“The New York City Commission on Human Rights is charged with 
enforcing the Human Rights Law, Title 8 of the Administrative Code of 
the City of New York, and with educating the public and encouraging 
positive community relations.”256 This authority outlined in the original 
bill would have allowed the Commission to guide corporate employers 
and other relevant parties to flesh out the bill’s audit and notice 
requirements. 

The CTO, John Paul Farmer, also referred to the CCDR as a critical 
player to help determine best practices for implementation.257 The CCDR, 
an international alliance of global cities, was formed in 2018 by city 
councils in Barcelona, Amsterdam, and New York City, working with 
interested local governments, academics, and other experts on an 
initiative to apply and operationalize digital rights related to specific city 
systems and programs.258 The CCDR was created due to the need for cities 
to be acknowledged as the “closest democratic institutions to citizens and 
communities” and as those best situated to deal with the “growing 
consequences of digital rights violations.”259 At the time of the committee 

 
 256. Inside the NYC Commission on Human Rights, NYC COMMISSION ON HUMAN 
RIGHTS, https://www1.nyc.gov/site/cchr/about/inside-cchr.page [https://perma.cc/
W9YB-QQD8] (last visited Oct. 30, 2022) (“The Commission is divided into two major 
bureaus[:] Law Enforcement and Community Relations . . . . [T]he Law Enforcement 
Bureau is responsible for the intake, investigation, and prosecution of complaints alleging 
violations of the Law . . . [and the] Community Relations Bureau provides public 
education about the Human Rights Law.”). 
 257. See Transcript of the Minutes of the Committee on Technology, supra note 186, 
at 28-29. 
 258. See Igor Calzada et al., People-Centered Smart Cities: An Exploratory Action 
Research on the Cities’ Coalition for Digital Rights, J. URBAN AFF., Nov. 2021, at 1, 3-
4, https://www.tandfonline.com/doi/full/10.1080/07352166.2021.1994861 (one of the 
first multi-city efforts to operationalize Digital Rights at the local level). 
 259. See About Us, CITIES COALITION FOR DIGITAL RTS. (Sept. 18, 2022), https://
citiesfordigitalrights.org/thecoalition [https://perma.cc/RXX3-9E3M]. 
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hearing in November 2020, New York City was “serving as an advisor, 

facilitator for structuring the initiatives.”260 

While not implemented yet, the EEOC’s initiative lays out a path that 
may be helpful for the city to emulate.261 The EEOC has begun to regulate 

the same conduct at the federal level, and there are elements of their 

initiative that can be replicated in the city. When issuing guidance, aspects 

of the EEOC’s regulatory initiatives, even in its early stages, in this area 
can help inform the NYCHRR’s enforcement. In its new initiative on AI 
and algorithmic fairness, the EEOC will “[e]stablish an internal working 
group[;] . . . [l]aunch a series of listening sessions with key stakeholders 

about algorithmic tools and their employment ramifications; [g]ather 

information about the adoption, design, and impact of hiring and other 

employment-related technologies; [i]dentify promising practices; and 

issue technical assistance to provide guidance.”262 

For the city, the budget allocated can establish an internal working 

group within the NYCCHR. Additionally, that internal working group can 

coordinate with the CCDR to meet with key stakeholders about using 

algorithmic tools and their employment ramifications. This way, the 

internal working group within the agency and the coalition can gather 

data. The internal working group can also use the data already acquired 

by the coalition from its experience examining the use of these tools in 

other cities to identify promising practices. “[T]he EEOC’s systemic 
investigators also received extensive training in 2021 on using AI in 

employment practices.”263 This internal working group within the 

NYCCHR should have similar training with the help of the coalition, 

given its relationships and the data it’s gathered from “local governments, 
academics, and other experts on an initiative to apply an operationalized 

digital right related to specific city systems and programs.”264 

The working group established within the NYCCHR should issue the 

same guidance suggested for corporate counsel and enforce independent 

rotating auditors for the HR audits.265 Even with the elimination of repeat 

players in the HR audit, the internal working group within the NYCCHR 
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should review data and documentation collected by the auditors for their 
possible biases.266 The NYCCHR should also provide detailed guidance 
regarding what the bias audit is supposed to examine and what the passing 
criteria are for these hiring tools. 

CONCLUSION 

There are many issues that algorithmic employment practices raise 
regarding discrimination, privacy, and corporate independence in 
employment decisions. These issues are starting to be addressed at the 
federal, state, and city levels. Examining the New York City AEDT Law, 
this Note has described the shortcomings of the New York City law and 
recommended that regulations are needed to implement the practical 
solutions the law is designed to achieve. These recommendations include 
clarifying the audit requirement to ensure these tools comply with Title 
VII. Increasing auditor independence is crucial for the credible reporting 
and monitoring of AHRM tools. Lastly, this Note offered suggestions for 
making the NYC Law Department’s enforcement more effective, but 
ultimately reasoned that NYCCHR should enforce the law. NYCCHR 
guidance will best effectuate the purposes of the law. 

The AEDT law marks a promising step to better confront the impacts 
of technological advancements on corporations and the world of work. 
The AEDT law has the potential to make positive changes in the modern 
hiring space if lawmakers fill in gaps in the legislative text and set it up 
for solid enforcement. In that case, it can be a great model for future 
federal and local lawmakers to tackle regulating algorithmic hiring tools. 

 
 266. See generally Engler, supra note 36. 


